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a b s t r a c t

In this paper we generalize the polarization separation measure introduced by Compton
(1981) [2] for collocated sources, to the case of two sources with distinct DOAs recorded on
a vector sensor array. We give a geometrical interpretation of this new measure and show
that this polarization separation becomes essential for source estimation accuracy when
the angular separation is insufficient.

© 2012 Elsevier B.V. All rights reserved.
1. Introduction

In the context of extensively desired high data trans-
mission rate and reliability inwireless communication sys-
tems, the polarization diversity is getting more and more
attention in the literature. Fourth-generation (4G) systems
are expected to support data rates of the order of 100
Mb/s in the outdoor environment and 1 Gb/s in the in-
door/stationary environment [1]. In order to support such
large payloads, the physical layer must provide a much
more efficient use of electromagnetic field properties such
as its polarization. To fully exploit this property of the
electromagneticwaves, polarization sensitive antennas are
used both at the transmitter and receiver.

In [2,3] the performances of arrays consisting of
two/threemutually perpendicular dipoles are investigated
and a polarization separation for spatially collocated
sources, based on Poincaré sphere [4], is proposed. Nehorai
and Paldi introduced in [5] a signal model for a vector
sensor comprising a spatially collocated but diversely
oriented collection of three electrically short dipoles and
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three magnetically small loops. A variety of Direction Of
Arrival (DOA) finding, polarization estimation and tracking
schemes, using these collocated vector sensors, were
proposed in [6–14] and performance bounds for vector
sensor arrays were derived in [5,6,15,16].

However, to the best of our knowledge the influ-
ence of polarization separation between two spatially
non-collocated sources on source estimation algorithms
has not been yet investigated. In this paper we in-
troduce a novel measure for the polarization separation
between two sources having distinct DOAs, that gen-
eralizes the source separation definition for collocated
sources presented in [2]. We provide a geometrical in-
terpretation of this new quantity and analyze its influ-
ence on source estimation accuracy, using an algorithm
based on a Candecomp/Parafac representation of the vec-
tor sensor array. Due to its nice identifiability properties
(see [12,14]), this Candecomp/Parafac scheme allows to
jointly and uniquely estimate the DOAs, polarizations and
time signals of the impinging sources, from the recorded
data. This makes the Candecomp/Parafac model very at-
tractive for digital communications applications such as
satellite or wireless communications. Nevertheless, the
scope of the results presented in this paper is not limited
to the Candecomp/Parafac model and can be extended to
any vector sensor array scheme.

http://dx.doi.org/10.1016/j.phycom.2012.02.002
http://www.elsevier.com/locate/phycom
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The remainder of this paper is organized as follows. In
Section 2 we present the Candecomp/Parafac model of the
data recorded on a vector sensor array. Section 3 intro-
duces the polarization separation between two spatially
non-collocated sources and provides a geometrical inter-
pretation for it. Section 4 illustrates this novel quantity
in numerical simulations and final remarks are given in
Section 5.

2. The Candecomp/Parafac model of the vector sensor
array data

In this section we present the Candecomp/Parafac
model for polarized sources recorded on a vector sensor ar-
ray. Consider an array ofM displaced but otherwise identi-
cal electromagnetic (EM) sensors, collecting L narrowband
temporal signal samples emitted byK (known a priori) spa-
tially distinct far-field sources. For the kth incoming wave,
its DOA can be totally determined by the azimuth angle
φk ∈ [0, π) (measured from +x-axis) and the elevation
angle ψk ∈ [−π/2, π/2] (measured from the ground), as
shown in Fig. 1. A 2 × 1 complex vector

gk , g(αk, βk) =


gφ(αk, βk)
gψ (αk, βk)


=


cosαk sinαk

− sinαk cosαk

 
cosβk
j sinβk


(1)

is used to depict the polarization state of the kth signal in
terms of the orientation angle αk ∈ (−π/2, π/2] and the
ellipticity angle βk ∈ [−π/4, π/4].

For one EM vector sensor, if the incomingwave has unit
power, the electric- and magnetic-field measurements in
Cartesian coordinates, e(φk, ψk, αk, βk) , [e(k)x , e

(k)
y , e

(k)
z ]

T

and h(φk, ψk, αk, βk) , [h(k)x , h
(k)
y , h

(k)
z ]

T , can be stacked up
in a 6× 1 vector bk (see also [5]), that will be referred to as
polarization vector, as it follows

bk ,


e(φk, ψk, αk, βk)
h(φk, ψk, αk, βk)



=


− sinφk − cosφk sinψk
cosφk − sinφk sinψk

0 cosψk
− cosφk sinψk sinφk
− sinφk sinψk − cosφk

cosψk 0


  

F(φk,ψk)

gk. (2)

The 6 × 2 matrix Fk , F(φk, ψk) is the steering
matrix [17] and it characterizes the capacity of a vector
sensor to convert the information carried on an impinging
polarized plane wave defined in polar coordinates, into
the six electromagnetic-field-associated electric signals in
the corresponding Cartesian coordinates. Thus, the 6 ×

1 complex vector bk = F(φk, ψk)g(αk, βk) models the
response of a vector sensor to the kth polarized source.

Denoting by {rm}
M
m=1, the coordinates vectors of the M

vector sensors in the reference frame and by u(φ, ψ) =

[cosφ cosψ sinφ cosψ sinψ]
T the unit vector in the
Fig. 1. The vector sensor array: acquisition scheme.

source direction, the phase shifts induced by the displace-
ments of the mth (m = 1, . . . ,M) vector sensor rela-
tive to the reference one is then given by am(φ, ψ) =

exp

j2πrTmu(φ, ψ)/λ


, where λ is the wavelength.

Define a(φ, ψ) = [a1(φ, ψ), . . . , aM(φ, ψ)]T , the
steering vector of a virtual scalar sensor array having the
same sensor configuration as the vector sensor array and
let S , [s1, . . . , sK ] be a L × K matrix containing on its
columns the L time samples for the K sources. Also, let
us organize the L output snapshots of the vector sensor
array in a 6M × L matrix Y = [y(t1), . . . , y(tL)], each
column y(tl) containing the recorded samples at time tl
on the 6 components of the M sensors. Denote by A ,
[a1(φ1, ψ1), . . . , aK (φK , ψK )] the M × K matrix whose
columns are the steering vectors of the K sources and
by and B , [b1(φ1, ψ1, α1, β1), . . . , bK (φK , ψK , αK , βK )]
the 6 × K matrix containing the polarization vectors of
the sources. With these notations it can be shown that
(see [12,14] for more details) Y can be expressed as

Y =

BD1(A)
...

BDM(A)

 ST + N = (A ⊙ B)ST + N (3)

where Dm(A) = diag (am1, . . . , amK ) denotes the diagonal
matrix with themth row of A as its diagonal. Eq. (3) clearly
expresses a Candecomp/Parafac model of the recorded
data, with N a 6M × K matrix modeling the additive noise
on the vector sensor components and ‘‘⊙’’ the Khatri–Rao
(Kronecker column-wise) product of two matrices.

3. Polarization separation between two sources on a
vector sensor array

When performing the Candecomp/Parafac decomposi-
tion of the data, the estimation performance is mainly de-
termined by the following three factors:

• the source correlation: the best performance is ex-
pected for uncorrelated sources

• the DOA angular separation: the algorithm performs
better when the sources are not closely located

• the polarization separation.
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While the source correlation and DOA angular sepa-
ration are quite intuitive and well understood, it appears
that role of polarization separation is not as obvious to ap-
prehend. Indeed, viewed from the vector sensor array, the
polarization signature of an incoming wave is given by its
polarization vector bk, which depends on both polarization
and DOA parameters.

In [3], the polarization separation based on Poincaré
sphere [4] was introduced for collocated sources, i.e.
sources having the same DOA. The main contribution of
this paper is to extend the aforementioned polarization
separation to the case of sources having distinct DOAs.

3.1. Derivation of the polarization separation for distinctly
located sources

First of all, note that if the elevation angles of two
sources are both equal to ±π/2, their DOA’s will overlap
regardless of their azimuth angles. Adopt the definition
suggested in [18] stating that the DOA’s of two sources,
denoted by (φ1, ψ1) and (φ2, ψ2), are distinct if
(φ1, ψ1) ≠ (φ2, ψ2), if ψ1 ≠ ±π/2;
ψ1 ≠ ψ2, otherwise. (4)

Let∆φ , φ2−φ1 be the azimuth angle difference of the
two sources. Denote by b1 and b2 the vectors representing
the electromagnetic fields generated by the two polarized
sources in Cartesian coordinates, as defined by (2). The
inner product ⟨b1, b2⟩ can then be related to the inner
product between the two source polarization states by the
equation

⟨b1, b2⟩ = ⟨g1, g2⟩FH1 F2 , gH
1 F

H
1 F2g2. (5)

The 2 × 2 matrix FH1 F2 can be written as

FH1 F2 = Σ


cos ε − sin ε
sin ε cos ε


(6)

where

Σ = 1 + sinψ1 sinψ2 + cosψ1 cosψ2 cos∆φ (7)

ε = tan−1 (sinψ1 + sinψ2) sin∆φ
cosψ1 cosψ2 + (1 + sinψ1 sinψ2) cos∆φ

.

(8)

See Appendix for the derivation.
In [3], the polarization separationwas defined originally

for two polarized sources with overlapping DOA’s. We
hereby extend it, by introducing the quantityΩε ∈ [0, π]

that satisfies

cosΩε = sin 2β1 sin 2β2

+ cos 2β1 cos 2β2 cos 2(α2 − α1 + ε), (9)

which generalizes the polarization separation to the case
of sources having distinct DOA’s. Thus we have

|bH
1 b2| = |gH

1 F
H
1 F2g2| = Σ


(1 + cosΩε)/2. (10)

As ε vanishes,Ωε follows exactly the original definition
on the polarization separation in [3], denoted by Ω0. If
ε ≠ 0, by introducing this additional variable into α2,
Fig. 2. The illustration of a spherical triangle.

the quantityΩε coincides with the polarization separation
between a pair of polarized sources having the same DOA
and the polarization states given by (α1, β1) and (α2 +

ε, β2) respectively. Thus, the polarization vectors of two
sources are orthogonal only if the polarization separation
Ωε = π ; the correlation, on the contrary, increases as Ωε

tends to 0.
The relevance of the polarization separation as defined

by (9) will be illustrated in Section 4.

3.2. Geometrical interpretation

We provide next a geometrical interpretation of the
inner product (5) which is the basis of our definition
for the polarization separation. To be self contained, we
briefly review the main notions of spherical trigonometry;
a thorough description can be found in many textbooks,
e.g., [19].

A spherical triangle ABC on the surface of a unit sphere
is illustrated in Fig. 2. The three vertices are denoted by
A, B and C , respectively while O denotes the center of the
sphere. For notation simplicity we use the same notations
for the dihedral angles at these vertices, e.g., the dihedral
angle at the vertex A between the plane AOC and the plane
AOB is denoted by A as well. A geodesic is a part of an
arc on a great circle of the sphere. Three such geodesics,
respectively a, b and c , enclose the spherical triangle ABC .
These quantities, are linked by the following identities [19]
known respectively as the law of sines

sin A
sin a

=
sin B
sin b

=
sin C
sin c

(11)

and the law of cosines

cos a = cos b cos c + sin b sin c cos A (12)

for the geodesic a; analogous cosine rules can be written
for the other two geodesics b and c .

We now focus on the geometrical interpretation of
the aforementioned inner product by considering two
polarized sources with the DOA’s defined by (φ1, ψ1) and
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Fig. 3. The physical content of the factors that determine the DOA-dependent variables Σ and ε in (6). On the sphere, the geometrical representation
of the DOA’s of the signals is illustrated. The DOA’s of the two sources, denoted by A and B, in both the original coordinate system and the rotated one
afterward, indicated by the great circles of the gray color. The geometrical representation of the polarization state of the second signal is sketched in the
tangential plane at B. Correspondingly, the gray axes are those after the coordinate rotation. β2 is the ellipticity angle of the signal, which is invariant of
the coordinate rotation. α2 and α′

2 are the orientation angles in the original and new coordinate systems respectively, which are related to the coordinate
axis rotation ε2 by α′

2 = α2 − ε2 .
(φ2, ψ2). We designate, for instance, A and B to represent
the corresponding DOA’s of the signals on the unit sphere,
if C denotes the north pole,1 as shown in Fig. 3.

We may appropriately rotate the coordinate system
such that, in the new coordinate system, the DOA’s of the
two impinging waves both lie in the x–y plane. Following
the procedures suggested in [17], this coordinate rotation
is always possible. In Fig. 3, the gray curves on the sphere
depict the new coordinate system, while the dark ones
represent the original coordinate system and C ′ marks the
north pole in the new coordinate system. According to the
law of cosines, the angle between the two DOA’s, or the
angular separation, denoted by ξ , is intrinsically related to
the DOA’s by

cos ξ = sinψ1 sinψ2 + cosψ1 cosψ2 cos∆φ. (13)

Note that this angle also reflects the dihedral separation
between the wavefronts of the two impinging waves.
Thus the representations for the DOA’s with respect to
the new coordinate system are given by (0, 0) and (ξ , 0)
respectively.

Observe in Fig. 3 the tangential plane to the DOA of
one source. The coordinate rotation does not change the
ellipticity angle of a polarized signal, only the orientation
angle will be affected. From the perspective of the
corresponding spherical coordinate system, it can be
observed that the change is equal to the extent of the
coordinate rotation over the orthogonal φ and ψ axes in
the DOA tangential plane.

Next, we quantify the amount of changes on the
orientation angles of the two polarization ellipses after

1 In spherical geometry, the north pole represents the intersection
point of the unit sphere with the z-axis in the corresponding Cartesian
coordinates system.
rotation, denoted by ε1 and ε2. On the unit sphere, the
geodesics that enclose the spherical triangle ABC ′ in the
new coordinate system are measured up to π/2, π/2 and
ξ , and the angles between each pair of them are also given
by π/2, π/2 and ξ , respectively. In the original coordinate
system, however, the bounding geodesics of the spherical
triangle ABC are (π/2−ψ1), (π/2−ψ2) and ξ . The angles
between these geodesic pairs, relative to their counterparts
of the spherical triangleABC ′ in the newcoordinate system,
are equal to (π/2 − ε1), (π/2 + ε2) and∆φ. By the law of
sines, we obtain

cosψ1

cos ε1
=

cosψ2

cos ε2
=

sin ξ
sin∆φ

(14)

for the spherical triangle ABC fromwhich the unknowns ε1
and ε2 can be determined.

The vector of electromagnetic components for the
second source can be represented in the new coordinate
system by

b′

2 = F(ξ , 0)

cos(α2 − ε2) − sin(α2 − ε2)
sin(α2 − ε2) cos(α2 − ε2)

 
cosβ2
j sinβ2


= F(ξ , 0)


cos ε2 − sin ε2
sin ε2 cos ε2


g2  

g′
2

. (15)

Analogously, for the first source, we get

b′

1 = F(0, 0)

cos ε1 − sin ε1
sin ε1 cos ε1


g1  

g′
1

. (16)

The inner product

⟨b′

1, b
′

2⟩ = gH
1


cos ε1 sin ε1

− sin ε1 cos ε1


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×


1 + cos ξ 0

0 1 + cos ξ


  

F(0,0)HF(ξ ,0)

×


cos ε2 − sin ε2
sin ε2 cos ε2


g2

= gH
1


Σ


cos ε − sin ε
sin ε cos ε


g2 (17)

is in accordance with (6), where Σ = 1 + cos ξ and
ε = ε2−ε1. This equality is natural since the inner product
is constant with respect to any coordinate rotation.

4. Simulation results and discussion

In this section, some typical examples are designed to
evaluate the influence of polarization separation on source
estimation performance. To estimate the three matrices A,
B and S from Y, we herein adopted the COMFAC algorithm
proposed by Bro et al. in [20]. Each experiment uses
R = 500 independent Monte Carlo runs. We suppose
that the sources are uncorrelated and the noise Gaussian,
temporally and spatially white. A uniform linear array
(ULA)with an inter-sensor space of∆x = λ/2 is simulated.
A number ofM = 13 vector sensors and L = 50 snapshots
and a SNR of 20 dB are used for all these simulations. The
considered performance measure is the root mean square
error (RMSE) of the source signals, given by

RMSE =

 1
RLK

R
r=1

S − Ŝr
2

F
, (18)

where Ŝr is the estimate of S obtained in the rth trial.
Once the Candecomp/Parafac decomposition is performed,
a greedy least squares (Ŝr , S)-column matching algo-
rithm [21] is applied to resolve the permutation ambigu-
ities.

Example 1. This first example illustrates the role of
polarization in source separation for two limit cases:
identical/orthogonal polarizations. The results are shown
in Fig. 4. Two polarized sources are considered, one source
is nominated the reference source, and has a set of
parameters fixed to φ1 = 102.82°, ψ1 = 11.57°, α1 =

35.81°, and β1 = 32.94°. The variable source, varies
on φ2, while ψ2 = ψ1. The polarization parameters for
the second source were chosen such that g1 = g2 for
the identical polarization case and |gH

2 g1| = 0 for the
orthogonal polarizations.

Comparing the curves of identically polarized sources
with those of orthogonally polarized, one can see that
polarization separation becomes an essential factor of
source estimation performance if the angular separation
between the two sources is small. As the two sources are
getting closer to each other, ε → 0 and consequentlyΣ →

Σmax = 2. From (10), |bH
1 b2| ≈ 2

√
(1 + cosΩ0)/2, which

indicates that the polarization separations of the sources
can completely determine the column inner-products of
matrix B, and hence the performance of the separation
method; otherwise, when the angular separation between
sources is sufficient, this effect becomes negligible.
Fig. 4. The RMSE of source estimation versus their angular separation
(ψ1 = ψ2 = 11.6° varying φ2).

Example 2. This example aims at investigating the effects
of the polarization separation on the estimation of two
sources from noise-corrupted data. The elevation angles
ψ1 = ψ2 = 0° are considered, resulting in ε = 0. This
means that the polarization separationΩε is independent
from the source DOA’s, according to (9). The azimuth
angles are fixed to φ1 = 90° for the reference source
and the variable one deviates from it by ξ , that is φ2 =

φ1 + ξ . Hence ξ is the source angular separation. Two
sets of simulations are designed for some typical values of
ξ , such as 0.03°, 0.3°, 0.6°, 1°, 2°, 4°, 8°, and 20°. Firstly,
we assume that both sources are linearly polarized, i.e.,
the ellipticity angles β1 = β2 = 0, and the orientation
angles α1 = 0° and α2 varies from −90° to 90°. Thus,
the polarization separation Ωε is entirely defined by the
orientation separation α1 − α2. It decreases from 180° to
0° (for α2 = 0°) and then increases up toΩε = 180°, for α2
approaching 90°. The comparison is shown in Fig. 5(a). As
expected, these RMSE curves are symmetric around α2 =

0°, presenting a homogeneous shape, which is accounted
for by the variation pattern of the polarization separation.
Then, we assume the reference source is characterized by
the circular polarization with α1 = 0 and β1 = −45°.
The variable one has the same orientation angle while the
ellipticity angle varies from −45° to 45°. The simulation
results for different values of ξ are shown in Fig. 5(b). In
that case, the polarization separation is totally determined
by the ellipticity separationβ1−β2. It growsmonotonically
from 0° to 180°.

These simulations reveal two key factors that directly
affect the performance of polarized source estimation: the
polarization separation and the angular separation; nev-
ertheless, the extent of their effect varies. If the sources
are inadequately separated in space (ξ ≤ 4° in our sim-
ulations), a slight increase in the polarization separation
may cause a considerable gain on the source estimation
performance, thus compensating the lack of angular sep-
aration. However, as the polarization separation exceeds
some threshold value (around 40° in our case), its advan-
tage fades and the RMSE reaches some minimum value
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.4)
Σ =


[cosψ1 cosψ2 + (1 + sinψ1 sinψ2) cos∆φ]2 + (sinψ1 + sinψ2)2 sin2∆φ. (A

Box I.
(a) β1 = β2 = 0°, α1 = 90° varying α2 . (b) α1 = α2 = 0°, β1 = −45° varying β2 .

Fig. 5. The RMSE of source estimation versus their polarization separation.
representing the best achievable performance for a given
angular separation. When the angular separation is large
enough, it imposes the dominant effect. The polarization
separation effect is then negligible. In the considered ex-
amples, this is the case when the sources are spatially sep-
arated by ξ > 8° and the gain in raising either factor
becomes insignificant: the best achievable performance is
then mainly determined by the SNR. This result is illus-
trated in both plots on Fig. 5; the curves marked by ξ = 8°
and ξ = 20° are tending to the same constant value.

5. Conclusions

In this paper we introduced a novel measure for polar-
ization separation of two sources having distinct DOAs and
provided a geometrical interpretation for it. Its importance
on the source estimation performance was illustrated in
numerical simulations. The simulations confirmed that po-
larization separation plays a key role in source estimation
performance when the angular separation between the
sources is insufficient. Meanwhile, when the spatial sep-
aration between the sources becomes significant the effect
of the polarization separation vanishes.

Appendix. Derivation ofΣ , ε and FH
1 F2

Define a 2 × 2 matrix W such that

W , FH1 F2 =


W11 W12
W21 W22


. (A.1)

If we denote ∆φ , φ2 − φ1, using definition (2) it can be
shown that W is an antisymmetric matrix whose entries
are given by
W11 = cos∆φ(sinψ1 sinψ2 + 1)+ cosψ1 cosψ2 (A.2)

W12 = − sin∆φ(sinψ1 + sinψ2) (A.3)
and W21 = −W12, W22 = W11.
LetΣ ,


W 2

11 + W 2
12, or Eq. (A.4) given in Box I.

Observing that

sin2∆φ = 1 − cos2∆φ, (A.5)

cos2 ψ1 cos2 ψ2 = 1 − sin2 ψ1 − sin2 ψ2

+ sin2 ψ1 sin2 ψ2, (A.6)

it can be simplified into

Σ =


[1 + sinψ1 sinψ2 + cosψ1 cosψ2 cos∆φ]2. (A.7)

If we denote∆ψ , ψ2 − ψ1 andΣψ , ψ2 + ψ1, then

1 + sinψ1 sinψ2 + cosψ1 cosψ2 cos∆φ

= (1 + cos∆φ) cos2
∆ψ

2
+ (1 − cos∆φ) sin2 Σψ

2
≥ 0, (A.8)

and (A.7) becomes

Σ = 1 + sinψ1 sinψ2 + cosψ1 cosψ2 cos∆φ (A.9)

as formulated in (7). Define also the quantity ε , tan−1

(−W12/W11) that equals

ε = tan−1 (sinψ1 + sinψ2) sin∆φ
cosψ1 cosψ2 + (1 + sinψ1 sinψ2) cos∆φ

,

(A.10)

then the matrixW can be further generalized into

W = FH1 F2 = Σ


cos ε − sin ε
sin ε cos ε


, (A.11)

yielding the formulas (6) and (8).
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