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Abstract: Approximate analytical expressions of the white noise gain
(WNG) for two superdirective acoustic vector sensor arrays are provided,
which disclose the strong dependence of the tradeoff between the WNG
and the directivity index (DI) on the highest order of the modes for the
pattern synthesis. The considered arrays are a uniform linear array and a
uniform circular array. A condition on the WNG that ensures a high
array gain in the two-dimensional homogeneous and isotropic noise field
is deduced. Using this condition, an upper bound on the highest order of
the modes for the pattern synthesis can be derived, and hence the maxi-
mum DI can be determined. The presented results are not strictly limited
to the two array geometries considered herein, and can be extended to
other superdirective acoustic array designs.
VC 2016 Acoustical Society of America
[CFG]
Date Received: June 20, 2016 Date Accepted: October 24, 2016

1. Introduction

A well-known problem with superdirective arrays is their low white noise gain (WNG),
which measures the ability of the array to reject the spatially uncorrelated noise,1

mainly due to some non-acoustic causes, i.e., the self noise of the sensor (including the
electrical noise). As a consequence, the array gain (AG) can be low, despite a high
directivity index (DI). To maximize the AG, a tradeoff between the DI and the WNG
is necessary.2,3 The main objective of this letter is to provide an upper bound on the
DI for a given miniaturized aperture array, in order to obtain the best AG possible in
the 2D homogeneous and isotropic noise field for underwater applications.

For presentation legibility reasons, in this work we restrain ourselves to two
miniaturized aperture arrays of 2D particle velocity sensors, i.e., a uniform linear array
(ULA)4 and a uniform circular array (UCA).5 The so-called 2D particle velocity sen-
sor4 is an acoustic vector sensor (AVS) composed of only two orthogonally oriented
particle velocity sensors. Nevertheless, the obtained results are not necessarily limited
to these two configurations and may be extended to other superdirective array geome-
tries, such as the 3-by-3 uniform rectangular array (URA),6 etc.

2. Factors that dominate the white noise gain

2.1 The miniaturized-aperture array configurations

We begin with the ULA.4 This array consists of L AVSs equally spaced by a and a pres-
sure sensor positioned at the geometric center of the array, as illustrated by Fig. 1(a). A
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2D horizontal coordinate system is established with the origin coinciding with the center
of the array. The two maximum response axes of the AVSs are aligned either along the
x- or the y-axis. For simplicity, and without loss of generality, we assume that the sensi-
tivity (scaled by the impedance) of the particle velocity sensors that compose the AVS is
equivalent to the sensitivity of the pressure sensor.

Consider a plane wave s(t), incident from the azimuthal direction / with
wavelength k, satisfying a/k< 1/2p. Since herein an AVS provides two measurement
“channels,” the signal at the output of the AVS ULA can be expressed as a
(2Lþ 1)� 1 vector

xðtÞ ¼ að/ÞsðtÞ þ nðtÞ þ uðtÞ: (1)

In this equation, the vector að/Þ denotes the array manifold vector. The other two vec-
tors n(t) and u(t) denote the contributions of the ambient noise and of the self noise,
respectively. The first element of x(t) represents the measurements associated with the
pressure sensor. The next L elements give the particle velocity observations made by
the L AVSs along the x-axis whereas the last L elements are the observations along
the y-axis.

The (2Lþ 1)� 1 vector n(t) symbolizes the ambient noise measurements. For
the miniaturized-aperture array, the components of ambient noise vector are correlated
across the sensors.7 We denote the power of the ambient noise measured at the pres-
sure sensor, say, n1(t), by E½jn1ðtÞj2� ¼ e2, where Eð�Þ denotes the expectation operator.
Observe that herein, the sensitivity of the sensor has been absorbed in e2. Consider the
simple case where the ambient noise field is 2D homogeneous and isotropic. The power
of the ambient noise measured by the ‘th AVS, along the x direction, i.e., E½jn‘þ1ðtÞj2�,
and along the y direction, i.e., E½jn‘þLþ1ðtÞj2�, can be obtained by simply substituting
the elevation angle with p/2 into those equations derived for the 3D homogeneous and
isotropic noise field,7 yielding E½jn‘þ1ðtÞj2� ¼ E½jn‘þLþ1ðtÞj2� ¼ e2=2 for any ‘ in
1� ‘�L. In general, the ambient noise power per sensor equals e2, where a sensor can
be either the pressure sensor or an AVS.

In the data model (1), the spatially uncorrelated self noise u(t) is separated
from the ambient noise. Since the pressure sensor’s contribution to the self noise, i.e.,
the first element of u(t), is negligible compared to the particle velocity sensors,8 it is
simply set to zero. In addition, we assume that the power of the self noise is identical
across all the 2L channels of the AVSs and denoted by r2. It should be pointed out
that the magnitude of the self noise is independent of the sensitivity of the sensors,
which is different from the ambient noise case discussed before. Observe that an AVS
of good quality should have high sensitivity and low self noise, implying a large value
of e2/r2. Thus, in the sequel, the noise ratio e2/r2 is used as a measure of the “quality”
of the AVS.

Let us consider now the UCA illustrated by Fig. 1(b).5 For comparison pur-
poses, the radius of the UCA is also set to a. The data model (1) also applies in this
case but the array manifold að/Þ is changed. Other than its array geometry, the UCA
also differs from the ULA in two main aspects: (i) there is no pressure sensor in the

Fig. 1. (Color online) The array geometries of (a) ULA of L¼ 4 elements and (b) UCA of L¼ 8 elements, for
instance. A gray circle denotes an AVS whereas the smaller dark circle denotes an omnidirectional pressure sen-
sor. The cross on each AVS illustrates the maximum response directions of the two orthogonally oriented parti-
cle velocity sensors.
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UCA, meaning that the dimension of the array response x(t) is 2L� 1 and (ii) the two
main response axes of the AVSs are aligned along the radial and tangential directions.
However, it will be shown in the sequel, that the UCA is still able to produce the same
beam pattern as the ULA, with an identical DI.

2.2 Directivity index

It is known9 that the acoustic wavefield can be decomposed into a series of acoustic
modes of different orders. For this 2D setup, only the azimuth-dependent components
of these modes are considered. Then, each nth (1� n�N) order mode has two compo-
nents cos n/ and sin n/, where N is the highest order of these modes. The first step of
the modal beamforming extracts the acoustic modes from the planewave measure-
ments. Then, in the second step, the desired beam pattern is synthesized by these
modes.

One can observe by comparing Refs. 4 and 5 that, despite their differences in
the mode extraction step, the modal beamforming methods for both the ULA and the
UCA are very similar in the pattern synthesis stage. Therefore, the same beam pattern
can be obtained irrespective of the particular array configuration. Hence, without loss
of generality, we choose the desired beam pattern as follows:

Bd /;uð Þ ¼ 1
2N þ 1

sin
2N þ 1

2
u� /ð Þ

sin
1
2

u� /ð Þ
; (2)

where u is the steering angle. For both arrays, one can always find the proper beam-
former filter weights wðuÞ such that the practically obtained beam pattern
Bð/;uÞ ¼ wðuÞHað/Þ � Bdð/;uÞ. Then, the DI in the 2D homogenous and isotropic
noise field can be calculated as10

DI � 10 log10
1

2p

ð2p

0
jBd /;uð Þj2d/

" #�1

¼ 10 log10 2N þ 1ð Þ: (3)

For the AVS ULA, the number of AVSs must be greater than the highest
order of the modes,4 i.e., L�N. The reason is that the number of AVSs determines
the order of the finite differences of the particle velocity observations, which are used
to estimate the mode components. Consequently, it determines the highest order of the
achievable acoustic modes. For the UCA, however, the requirement on the number of
AVSs is given by L� 2Nþ 1, as a direct consequence of the sampling theorem.5

2.3 White noise gain

From the definition10 WNG ¼ �10 log10wðuÞHwðuÞ, we can derive an analytical
expression for the WNG of the AVS ULA,4 given by (in decibels)

WNG � 20 N � 1ð Þ log10
2pa
k
þ 20 log10

2N þ 1

2N

N � 1ð Þ!ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2N � 2ð Þ!

p : (4)

Fig. 2. (Color online) The WNG for the ULA and the UCA. The dashed curves with square markers plot the
true values of the WNG (dB), computed numerically, for a steering angle of 60	. The solid curves represent the
analytical approximations of the WNG.
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Clearly, it is closely dependent on two factors, i.e., the relative inter-sensor spacing a/k
and the highest order of the modes for the pattern synthesis N.

Analogously, the WNG of the AVS UCA can be approximately expressed as5

WNG �

�10 log10 2þ k
2pa

� �
þ 10 log10Lþ 20 log10

3
2
; N ¼ 1;

20 log10
2pa
k
þ 10 log10Lþ 20 log10

5
6
; N ¼ 2;

20 N � 1ð Þ log10
2pa
k
þ 10 log10

L
2
þ 20 log10

2N þ 1

2N

1
N � 1ð Þ!

; N � 3:

8>>>>>>>><
>>>>>>>>:

(5)

It is clear, by comparing Eq. (5) with Eq. (4), that a third factor also influences the
WNG of the UCA, i.e., the number of AVSs L. A mild benefit of about 3 dB can be
obtained by doubling the number of AVSs in the UCA.

In addition, we observe by comparing the analytical expressions of the WNG
(4) and (5) with the expression of the DI (3), that there is only one common factor in
these equations, i.e., the highest order of the modes for the pattern synthesis N. This
factor governs the tradeoff between the WNG and the DI: the DI increases with N
whereas the WNG decreases.

2.4 Numerical validation of the analytical WNG expressions

In this subsection, the analytical expressions (4) and (5) will be validated numerically.
We consider five cases where the highest order of the modes N varies from 1 to 5. In
each case, both arrays produce the same beam patterns, with identical DIs. Since the
ULA needs at least N AVSs to extract the modes up to the Nth order and it does not
benefit from any extra AVS,4 the number of AVSs that form the ULA is fixed to
L¼ 5. However, for the UCA, the necessary number of AVSs is L� 2Nþ 1, and a
higher WNG can be achieved if additional sensors are available. Even though we set
the number of AVSs composing the UCA to be the minimum necessary, i.e., L¼ 11,
the UCA still has more than twice as many AVSs as the ULA. This makes the com-
parison unfair to some extent. However, this is negligible since the influence of the
number L of AVSs on the WNG of the UCA is rather insignificant compared with the
influence of the other two factors, i.e., a/k and N.

We examine the WNG of the AVS ULA first. The steering angle is set to 60	.
The WNG is computed numerically versus the relative inter-sensor spacing a/k, as
shown in Fig. 2(a). On the plots, the upper bound of a/k is set to 1/2p, which ensures a
DI invariant of a/k. The approximate analytical expression (4) is also compared with
the numerically computed WNG values, showing a very good agreement. In the case
of N¼ 1, only one AVS is actually used. Therefore, the WNG is naturally independent
of the relative inter-sensor spacing a/k.

It is obvious, from the well separated curves in Fig. 2(a), that the WNG varies
significantly with the highest order of the modes for the pattern synthesis N, as if it
“jumped” with N. This means that the WNG can be increased drastically (by tens of
dB) by merely reducing N by 1, especially when a/k 
 1/2p.

Figure 2(b) plots the analytical expression of the WNG (5) versus a/k in com-
parison with its numerically computed values for the AVS UCA. The plots are very
close to each other, which validates Eq. (5). Moreover, by comparing Fig. 2(b) with
Fig. 2(a), we observe that the UCA has similar WNGs to the ULA. The only differ-
ence occurs when N¼ 1. In this case, unlike the ULA, observations from all 11 AVSs
of the UCA contribute to the extraction of the first order acoustic mode. Hence, the
WNG of the UCA in the case N¼ 1 is also dependent on the relative inter-sensor spac-
ing a/k.

3. The upper bound

The array gain (AG) for a superdirective array, under the 2D homogeneous and isotro-
pic noise field assumption, can be expressed in terms of the DI and the WNG as6

1

10AG=10
� 1

10DI=10
þ r

e

� �2 1

10WNG=10
: (6)

For superdirective arrays, the WNG is much less than 0 dB when a/k 
 1. Therefore,
the value of AG is smaller than that of DI. A high DI may not necessarily result in a
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high AG, but it sets an upper bound on the AG. It is obvious from Eq. (6) that
AG � DI, if and only if

10 log10
e2

r2 þWNG� DI: (7)

For superdirective arrays composed of high-quality AVSs, the quantity 10 log10ðe2=r2Þ
is large. In addition, since a/k 
 1/2p, the absolute value of the WNG is much larger
than the DI. Hence, by neglecting the DI, Eq. (7) reduces to

WNG� �10 log10
e2

r2 : (8)

Otherwise, if AG 
 DI, it holds that

AG � 10 log10
e2

r2 þWNG
 DI: (9)

Furthermore, if in Eq. (9) we set AG¼ 0 dB, then we have

WNG � �10 log10
e2

r2 : (10)

This provides a lower bound on the WNG that ensures AG> 0 dB.
Therefore, an upper bound for the highest order of the modes for the pattern

synthesis N can be derived by substituting the WNG in Eq. (10) by Eqs. (4) and (5) for
the AVS ULA and the UCA, respectively. Since the WNG varies significantly with N,
the optimum value of N can be found slightly smaller than this upper bound.
Consequently, the maximum DI of the superdirective array can be determined by Eq. (3).

4. Examples

In this section, numerical examples are provided to show how the maximum DI can
be found. Figure 3(a) illustrates the simulation results of the WNG versus the DI for
the AVS ULA. The four folded curves correspond to four different values of the rela-
tive inter-sensor spacing a/k that vary from 0.01 to 0.1, sampled uniformly with a step
of 0.03. From Fig. 3(a), we can observe that the WNG decreases sharply with the DI.
The left ends of these curves converge to the same point, where the value of the DI
reads 4.8 dB. This corresponds to the case N¼ 1 where only one among the five AVSs
is used for beamforming. In this case, the WNG is invariant with a/k, as it was shown
in Fig. 2(a).

The AG, as a function of the WNG and the DI, is also shown by the color
plots. Herein, the noise ratio is fixed to 10 log10e

2=r2 ¼ 60 dB. A clear border can be
observed which divides the image into two parts. In the upper part of the figure (the
colored part), the AG is above 0 dB, whereas in the lower part, which is left blank,
the AG is less than 0 dB. This border is also associated to the case WNG
� �10 log10e

2=r2. Then, the highest AG is achievable above this border, i.e., the
domain WNG > �10 log10e

2=r2. For instance, consider the case where a/k¼ 0.04.
Figure 3(a) shows that at the third point (from left to right, i.e., N¼ 3) among the
five on the tradeoff curve, the highest AG is achieved, which gives the optimum DI

Fig. 3. (Color online) Tradeoff between DI and WNG compared with AG. The digits on the right end of each
curve are the relative inter-sensor spacings used for the simulations.

Guo et al.: JASA Express Letters [http://dx.doi.org/10.1121/1.4967209] Published Online 14 November 2016

EL414 J. Acoust. Soc. Am. 140 (5), November 2016 Guo et al.

 Redistribution subject to ASA license or copyright; see http://acousticalsociety.org/content/terms. Download to IP:  193.50.39.171 On: Tue, 15 Nov 2016 08:51:48

http://dx.doi.org/10.1121/1.4967209


of nearly 8.5 dB. Meanwhile, the upper bound on the DI, given by the point on that
tradeoff curve closet to the border curve, is about 9.5 dB (N¼ 4).

The simulation results for the AVS UCA at the same four values of the rela-
tive inter-sensor spacing a/k are presented in Fig. 3(b). The results are similar to those
of the ULA case in general, except that the tradeoff curves are not converging at their
left ends, where N¼ 1. This is still because the WNG of the AVS UCA is dependent
on a/k for N¼ 1. By analogy, we conjecture that these results, derived for the ULA
and UCA cases, also apply to other superdirective arrays, such as the URA.6

5. Conclusions

In this letter, analytical expressions for the WNG of the ULA (Ref. 5) and the UCA
(Ref. 4) of AVSs are presented for the case where the relative sensor spacing a/k

 1/2p. These analytical expressions highlight the strong dependence of the tradeoff
between WNG and DI on the highest order of the modes for the pattern synthesis N.
From a simple relation that links the AG to the DI and to the WNG, we derive a
condition on the WNG (10) which provides an upper bound for N. The optimum N,
which maximizes the AG, is slightly below this upper bound, and hence determines
the maximum DI. It is also shown that both arrays can achieve identical DIs, and
therefore they have similar WNGs and AGs. Based on the similar behaviors of the
two arrays, we conjecture that most results of this letter can be straightforwardly
extended to other AVS superdirective array configurations.
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