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On the Convergence of Linear Switched Systems
Ulysse Serres, Jean-Claude Vivalda and Pierre Riedinger

Abstract—This paper investigates sufficient conditions for the
convergence to zero of the trajectories of linear switched systems.
We provide a collection of results that use weak dwell-time,dwell-
time, strong dwell-time, permanent and persistent activation
hypothesis. The obtained results are shown to be tight by
counterexample. Finally, we apply our result to the three-cell
converter.

Index Terms—Switched systems, dwell-time, stability, omega-
limit set, three-cell converter.

I. I NTRODUCTION

A. Background

SWITCHED systems have attracted a growing interest in
recent years [1], [2]. Such systems are common across a

diverse range of application areas. As an example, switched
systems modeling plays a major role in the field of power
systems where interactions between continuous dynamics and
discrete events are an intrinsic part of power system dynamic
behavior.

In the study of stability of equilibrium points of differential
systems, specific results for switched and hybrid systems have
been developed: see [3], [4] for multiple Lyapunov based
approach, [5] for Lie Algebra based results, [6] for an approach
based on dynamical systems techniques, and [7] for a survey
of stability criteria for switched and hybrid systems. In the
context of switched systems, recent investigations (see [8],
[9], [10], [11], [12]) provide interesting contributions leading
to extremely general results that require little structureon the
family of solutions of the hybrid system ([13], [14]).

Typically, linear switched systems are represented by equa-
tions of form

ẋ(t) = Aσ(t)x(t), x ∈ R
d, t ∈ R+, (I.1)

where σ denotes a piecewise constant signal that actually
switches the right-hand-side of the differential equationby
selecting different matrices from a finite familyF .

In the present paper we aim to find some tight sufficient
conditions on the signalσ in order to insure the convergence
of the switched system to the origin. Our aim leads us to define
several new notions of dwell-time (firstly introduced in [15])
that differ somewhat from the ones introduced in [10], [13],
[14]. The main differences rely in the fact that our notions of
dwell-time are set for each mode while the ones used in the
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banne; LAGEP UMR CNRS 5007, 43 bd du 11 novembre 1918, 69100
Villeurbanne, France – email:ulysse.serres@univ-lyon1.fr

INRIA Nancy Grand Est CORIDA Project & LMAM UMR CNRS 7122
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previously listed references are bearing on the signal itself.
We are also led to define the notion of persistent activation
which ensures the convergence of the solutions of the system
to a minimal invariant setM .

We discuss the asymptotic properties of a switched linear
systems whose matrices are only assumed to be stable (not
necessarily asymptotically stable). More precisely, a finite fam-
ily of squared matrices of the same sized, F = {A1, . . . , AN}
is considered; we assume that there exists a positive definite
matrix P such that for everyAi in F ,

xT
(
AT

i P + PAi

)
x 6 0, x ∈ R

d. (I.2)

When inequality (I.2) is strict, it is well known that system
(I.1) is globally uniformly (with respect toσ) exponentially
stable (GUES) at the origin. Conversely, aGUESlinear system
admits a smooth common Lyapunov function (see [16]). More-
over, it has been proved in [17] that the common Lyapunov
function can be taken polynomial but that there exists no
bound on the degree of the polynomial. When inequality (I.2)
is not strict, in the even more general framework of hybrid
systems, some very general stability results (which generalize
LaSalle’s invariance principle) are available in [13] and [14].
The class of systems (I.1) that satisfy (I.2) considered in the
present paper being more specific, the obtained results are
more sharpened than the ones we could obtain by applying the
results proved in the above mentioned literature (for instance,
compare Proposition III.8 with [13, Proposition 4.8], and
Theorems II.5 and II.10 with [14, Corollary 4.4]).

We reformulate the switched linear system (I.1) as an affine
control system

ẋ(t) =

N∑

i=1

αi(t)Aix(t), x(0) = x0, (I.3)

where x(t) ∈ R
d, αi(t) ∈ {0, 1} and

∑N
i=1 αi(t) = 1.

The class of switching signals considered in this work is
not equal to the wholeL∞(R+, {1, . . . , N}) but we assume
that there exists a sequence([an, an+1))n∈N of consecutive
intervals (0 = a0 < a1 < a2 < · · · ) whose union is
equal toR+ and such that for every indexn, there exists
an indexin ∈ {1, . . . , N} with αin(t) = 1 if t ∈ [an, an+1)
(informally, theai’s are the switching instants). In this frame-
work, the solutions to (I.1) are infinite products of matrices
taken in the family{et1A1 , . . . , etNAN | t1, . . . , tN ∈ R+}.
The convergence of such infinite products has already been
considered by different authors (beginning with [18] and then
followed by [19], [20], and also [21] in an infinite dimensional
context) but only for infinite products of matrices taken in a
finite family.

In what follows, we use the symbolδn to denote the length
of [an−1, an) with the convention thatδ0 = 0.
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Moreover, we shall deal with the scalar product related to
matrix P : if x, y ∈ R

d, we put〈x, y〉 = xTPy; also we shall
denote by‖ · ‖ the related norm. We shall use the following
result see [22].

Theorem I.1. If Ai satisfies (I.2), then we can splitRd as
R

d = V i
1 ⊕ V i

2 where V i
1 and V i

2 are orthogonal andAi-
invariant,Ai when restricted toV i

1 has all its eigenvalues with
negative real parts andAi restricted toV i

2 is skew-symmetric
(with respect to the scalar product〈·, ·〉).

In what follows, we assume that the skew-symmetric parts
of matricesAi are zero. In other words, ifBi

k denotes a basis
of V i

k (k = 1, 2), in basisBi
1∪B

i
2, matrixAi has the following

representation

Ai =

(
Ai

11 0
0 0

)
, (I.4)

where Ai
11 is a matrix of full rank. We denote by I.2 the

following assumption.

Assumption I.2. There exists a positive definite matrixP such
that all matrices in familyF satisfy relations (I.2) and (I.4).

Hereafter, we give the precise definition of theω-limit sets
related to system (I.3).

Definition I.3. We shall say thatℓ is an ω-limit point of
system (I.3) if there exists a sequence(tn)n∈N tending to
infinity such thatℓ = limn→∞ x(tn). We denote byΩ(x0)
the set ofω-limit points of system (I.3) issued fromx0.

B. Preliminaries: paracontracting linear maps

We denote bypi (resp. qi) the orthogonal projection on
V i
1 (resp. onV i

2 ); obviouslypi + qi is the identity mapping.
According to Theorem I.1, we can write

etAi(x) = etAi ◦ pi(x) + qi(x) (I.5)

and
‖etAi(x)‖2 = ‖etAi ◦ pi(x)‖

2 + ‖qi(x)‖
2. (I.6)

Following [23] we introduce the notion of paracontracting
linear maps.

Definition I.4. A linear mappingf : Rd → R
d is said to be

paracontracting with respect to the norm‖·‖ if ‖f(x)‖ 6 ‖x‖
for everyx ∈ R

d and‖f(x)‖ = ‖x‖ iff f(x) = x.

A family of matrices as described in the introduction
generates a paracontracting semi-group. More precisely, we
have the following result.

Lemma I.5. If matrix A is of the same type as(I.4), etA is
paracontracting for everyt > 0.

Proof: If t = 0, the result is obvious; in what follows,
we shall assume thatt > 0. According to formula (I.6), one
infers that

‖etA(x)‖2 6 ‖pi(x)‖
2 + ‖qi(x)‖

2 = ‖x‖2.

Moreover, ‖etAx‖ = ‖x‖ implies that ‖etA ◦ pi(x)‖2 =
‖pi(x)‖

2. As ‖esAx‖ 6 ‖es
′ Ax‖ if s 6 s′, we have

‖esA◦pi(x)‖ = ‖pi(x)‖ for everys ∈ [0, t] and by analyticity

for everys > 0. Hence,pi(x) is in kerA and sopi(x) must
be zero andetAx = x follows from formula (I.5).

This lemma allows us to state the following easy result.

Proposition I.6. The elements ofΩ(x0) are of the same norm,
in other words, there existsr > 0 such that,Ω(x0) is included
in the sphere centered at the origin ofRd and with radiusr.

Proof: Since the norm‖x(t)‖ is a nonincreasing function
of the time, r = limt→∞ ‖x(t)‖ exists and soΩ(x0) is
included in the sphere of radiusr centered at the origin.

Finally, the following elementary result, given without
proof, will be useful for the proofs of results given in the
next section.

Proposition I.7. If matrix A is of the same type as in(I.4),
and if x /∈ kerA, then for all τ > 0, there existsρ ∈ (0, 1)
such thatt > τ implies‖etAx‖ 6 ρ‖x‖.

II. A CONDITION FOR THE CONVERGENCE TO ZERO

In this section, we deal with the problem of the convergence
to zero of the solution of system (I.3). First an easy remark:
if the intersection

⋂N
i=1 kerAi is not {0}, then, taking as

an initial condition for (I.3) a nonzero elementx0 of this
intersection, the solutionx(t) is constant and equal tox0. So,
we introduce this first assumption.

Assumption II.1. We say that system (I.3) satisfies the null
intersection assumption if

⋂N
i=1 kerAi = {0}.

As we shall see through the following example, Assumption
II.1 is not sufficient to ensure the convergence to zero.

Example II.2. In R
3, we consider the following matrices

A1 =




0 −1 a13
1 0 a23

−a13 −a23 a33



 , A2 =




0 −1 −a13
1 0 −a23
a13 a23 a33





with a33 < 0 and |a13| + |a23| 6= 0. Denoting by〈·, ·〉 the
canonical scalar product inR3, we have〈Aix, x〉 = a33 x

2
3 6

0 (i = 1, 2) for every x ∈ R
3. Moreover the characteristic

polynomials ofA1 andA2 are both equal to

−X3 + a33X
2 − (a213 + a223 + 1)X + a33

so, we can see thatA1 andA2 do not have purely imaginary
eigenvalues. We can conclude that these matrices satisfy
Assumption I.2. According to Trotter-Kato’s formula:

lim
n→∞

(
et0 M/n ◦ et0 N/n

)n
= et0 (M+N) (II.1)

whereM andN are squared matrices andt0 is a real number.
Define the sequence(ek)k∈N ⊂ R

3 by: e0 = (1, 0, 0)T, e1 =
(0, 1, 0)T, e2 = (−1, 0, 0)T, e3 = (0,−1, 0)T and fork > 4,
ek will refer to vector er where r is the remainder in the
Euclidean division ofk by 4. We have

A1 +A2 =



0 −2 0
2 0 0
0 0 2a33




and so, fort0 = π/4, we haveet0 (A1+A2)(ek) = ek+1. Set

R = et0 (A1+A2), ϕn =
(
et0 A1/n ◦ et0 A2/n

)n
.
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Take ε > 0 andx0 = e0, from formula (II.1), we know that
there existsn1 such that

‖ϕn1
(x0)−R(x0)‖ 6

ε

2
. (II.2)

Assume now that we have built a sequence(x1, . . . , xk)
and we have found integers(n1, . . . , nk) such thatxp =
ϕnp

(xp−1) and ‖xp − R(xp−1)‖ 6 ε/2p for p = 1, . . . , k.
Take nk+1 such that‖ϕnk+1

(xk) − R(xk)‖ 6 ε/2k+1 and
setxk+1 = ϕnk+1

(xk). Consider the sequences(xk)k>1 and
(nk)k>1. Inequality (II.2) can be written‖x1−e1‖ 6 ε/2 and
we shall prove by induction that

‖xk − ek‖ 6
ε

2k
+ · · ·+

ε

2
. (II.3)

By induction hypothesis and because‖R‖ 6 1, we have

‖xk+1 − ek+1‖ 6 ‖xk+1 −R(xk)‖ + ‖R(xk)−R(ek)‖

6 ‖ϕnk+1
(xk)−R(xk)‖+ ‖xk − ek‖

6
ε

2k+1
+

ε

2k
+ · · ·+

ε

2
.

From (II.3), we get‖xk − ek‖ 6 ε for every integerk.
Consider the switch lawα = (α1, α2) defined by

α1(t) =




1 if t ∈

[(
k +

2p

nk+1

)
t0,

(
k +

2p+ 1

nk+1

)
t0

)
;

0 otherwise;

α2(t) = 1− α1(t);

wherek andp are integers such that2p < nk+1. The switched
system defined by matricesA1 andA2 and lawα is such that
Ω(e0) ⊂ R

3 \ B(0, 1 − ε) and so0 /∈ Ω(e0) if ε is chosen
small enough. Moreover,Ω(e0) contains at least one point in
every open ballB(ei, ε) and so, being connected,Ω(e0) is an
infinite set.

Notice that in the above counter-example the switching law
satisfies Assumption III.1 (introduced later on page 5) for
every matrix, that is to say the time elapsed on every matrix
of the family is infinite. If one relaxes Assumption III.1, one
could find a very simple counter-example in dimensiond = 2.

We state the following definition.

Definition II.3. We shall say that the finite sequence
(i1, . . . , ip) of indices (not necessarily distinct) taken in
{1, . . . , N} is compatiblewith system (I.3) if there existsp
consecutive intervals[an, an+1), . . . , [an+p−1, an+p) such that
for everyq ∈ {1, . . . , p}, αiq (t) = 1 if t ∈ [an+q−1, an+q).

We introduce now the following assumption:

Assumption II.4 (Dwell-time). We shall say that the modei
satisfies the condition of dwell-time if there exists a positive
numberτ and an integerp such that for every compatible
sequence(i1, . . . , ip) there exists an indexq ∈ {1, . . . , p} with
iq = i and, if [an, an+1), . . . , [an+p−1, an+p) is the related
sequence of consecutive intervals,an+q − an+q−1 > τ .

We state the following result concerning the modes satisfy-
ing the dwell-time condition.

Theorem II.5. If Assumption II.4 is satisfied for the modei,
thenΩ(x0) ⊂ kerAi.

Proof: Without loss of generality, we may assume that
the dwell-time assumption is satisfied for modei = 1. The
solution of system (I.3) at timet ∈ [an, an+1) reads

x(t) = e(t−an)Ain+1 ◦ eδn Ain ◦ · · · ◦ eδ1 Ai1 (x0).

Let ℓ ∈ Ω(x0), there exists a sequence(tk)k∈N such that
ℓ = limk→∞ x(tk). For everyk, tk belongs to an interval
[ank

, ank+1) and there exists an interval[amk
, amk+1) with

amk
> ank

and such thatα1(t) = 1 if t ∈ [amk
, amk+1) and

δmk+1 > τ . Due to Assumption II.4, the sequence of integers
(mk − nk)k∈N is bounded and so even if we have to work
with a subsequence of(tk)k∈N, we can assume that

• the differencemk − nk is constant (positive), we denote
by r this difference,

• the sequence of switches fromtk to amk
is independent of

k, that is to say, there exists a finite sequenceAi1 , . . . , Air

of matrices taken in{A1, . . . , AN} such that for everyk

x(amk
) = eu

r
k Air ◦ · · · ◦ eu

1
k Ai1 (x(tk)),

• for eachm = 1, . . . , r, or the sequence(um
k )k∈N tends

to zero ask tends to infinity either there existsυm > 0
such thatum

k > υm for all k.

We first prove by induction onr that limk→∞ x(amk
) = ℓ. If

r = 1, we havex(amk
) = eu

1
k Ai1 (x(tk)). If limk→∞ u1

k = 0,
the result is obvious, if not, write

x(tk) = pi1(ℓ) + qi1(ℓ) + x̄k,

so we have

eu
1
k Ai1 (x(tk)) = eu

1
k Ai1 (pi1(ℓ)) + qi1(ℓ) + eu

1
k Ai1 (x̄k),

and, asV i1
1 andV i1

2 are orthogonal

‖eu
1
k Ai1 (x(tk))‖

2 = ‖eu
1
k Ai1 (pi1(ℓ))‖

2 + ‖qi1(ℓ)‖
2

+ 2〈eu
1
k Ai1 (ℓ), eu

1
k Ai1 (x̄k)〉+ ‖eu

1
k Ai1 (x̄k)‖

2.

Suppose, to reach a contradiction, thatpi1(ℓ) 6= 0. Then, as
u1
k > υ1, there existsρ ∈ (0, 1) such that‖eu

1
k Ai1 (pi1(ℓ))‖ <

ρ‖pi1(ℓ)‖. Choose ε > 0, since limk→∞ x̄k = 0 and
‖eu

1
k Ai1 ‖ 6 1, we get fork large enough

‖eu
1
k Ai1 (x(tk))‖

2 < ρ2‖pi1(ℓ)‖
2 + ‖qi1(ℓ)‖

2 + 2ε‖ℓ‖+ ε2

< ‖ℓ‖2 − ε2,

provided thatε is chosen such that2ε2 + 2ε ‖ℓ‖ < (1 −
ρ2)‖pi1(ℓ)‖

2. But in this case, we could find an element
in Ω(x0) (a cluster point of the sequence(x(amk

))k∈N)
whose norm is less than‖ℓ‖, which is impossible. Hence,
pi1(ℓ) = 0 which implies ℓ = qi1(ℓ) and eu

1
k Ai1 (x(tk)) =

ℓ+ eu
1
k Ai1 (x̄k), since‖eu

1
k Ai1‖ 6 1 andlimk→∞ x̄k = 0, we

get the result. So, we can write

x(amk
) = eu

r
k Air ◦ · · · ◦ eu

2
k Ai2 (x(ank

))

with limk→∞ x(ank
) = ℓ, applying the induction hypothesis,

we conclude thatlimk→∞ x(amk
) = ℓ. Now, we have

x(amk+1) = e(amk+1−amk
)A1(x(amk

))



4

with amk+1− amk
> τ . The argument used above in the case

where the sequence(u1
k)k∈N does not converge to zero proves

that p1(ℓ) = 0, i.e., ℓ ∈ kerA1.
An easy consequence of Theorem II.5 is stated in the

following corollary.

Corollary II.6. If system(I.3) satisfies Assumption II.1 and
if every mode satisfies assumption II.4, thenx(t), the solution
of system(I.3), tends to zero ast tends to infinity.

Proof: According to Theorem II.5 and Assumption II.1,
we haveΩ(x0) ⊂

⋂N
i=1 kerAi = {0}.

At this step, we could wonder if it were possible to
weaken the hypothesis of Theorem II.5. Consider the following
hypothesis which is weaker than Assumption II.4.

Assumption II.7 (Weak dwell-time). We shall say that the
modei satisfies the weak dwell-time condition if there exists
τ > 0 such that for everyn0 ∈ N, there existsn > n0 with
αi(t) = 1 if t ∈ [an, an+1) andan+1 − an > τ .

To say that Assumption II.7 is satisfied amounts to say
that the sequence of durations during which modei is ac-
tivated does not tends to zero. As we shall see through the
following example, Assumption II.4 cannot be replaced by
Assumption II.7 in Theorem II.5.

Example II.8. In the following family of eight matrices, we
assume that the diagonal coefficientsa11, . . . , a44 are negative,
the nondiagonal coefficientsaij (i 6= j) being nonzero.

A1 =




0 −1 a13 0
1 0 a23 0

−a13 −a23 a33 0
0 0 0 0


 , A2 =




0 −1 −a13 0
1 0 −a23 0
a13 a23 a33 0
0 0 0 0


 ,

A3 =




0 0 0 0
0 0 −1 a24
0 1 0 a34
0 −a24 −a34 a44


 , A4 =




0 0 0 0
0 0 −1 −a24
0 1 0 −a34
0 a24 a34 a44


 ,

A5 =




a11 0 −a13 −a14
0 0 0 0
a13 0 0 −1
a14 0 1 0


 , A6 =




a11 0 a13 a14
0 0 0 0

−a13 0 0 −1
−a14 0 1 0


 ,

A7 =




0 a12 0 −1
−a12 a22 0 −a24
0 0 0 0
1 a24 0 0


 , A8 =




0 −a12 0 −1
a12 a22 0 a24
0 0 0 0
1 −a24 0 0


 .

As in Example II.2, we can easily check that these ma-
trices satisfy Assumption I.2. In this example, we denote
by e1, . . . , e4 the vectors of the canonical basis inR4 and
by R1, . . . , R4 the matricesRi = et0 (A2i−1+A2i). Taking
t0 = π/4, we clearly haveRi(ei) = ei+1 (wheree5 , e4).
Finally, for i = 1, . . . , 4, we denote byϕi

n the mappings
ϕi
n =

(
e(t0/n)A2i−1 ◦ e(t0/n)A2i

)n
and we notice that, fol-

lowing Trotter-Kato’s formula, we havelimn→∞ ϕi
n = Ri.

Chooseτ > 0 and consider the following product of matrices

P1 =

8∏

i=5

eτ A2i+4 ◦ ϕi−4
ni

◦
4∏

i=1

eτ A2i+3 ◦ ϕi
ni

where we make the convention that ifj is greater than 8,
matrix Aj is equal toAr where r is the remainder in the
Euclidean division ofj by 8 excepted whenr = 0 in which
case,Aj is A8. We proceed as in Example II.2. Chooseε > 0
andn1 such that‖ϕ1

n1
(e1)−R1(e1)‖ 6 ε/4. Then, we have

‖eτ A5 ◦ ϕ1
n1
(e1)− eτ A5 ◦R1(e1)‖ 6

ε

4

because‖eτ A5‖ 6 1. Notice that, in this inequality,eτ A5 ◦
R1(e1) = e2. Then, choosen2 such that

‖ϕ2
n2

◦ eτ A5 ◦ ϕ1
n1
(e1)−R2 ◦ e

τ A5 ◦ ϕ1
n1
(e1)‖ 6

ε

8
,

and, because‖R2‖ 6 1, we have

‖ϕ2
n2

◦ eτ A5 ◦ ϕ1
n1
(e1)− e3‖

6 ‖ϕ2
n2

◦ eτ A5 ◦ ϕ1
n1
(e1)−R2 ◦ e

τ A5 ◦ ϕ1
n1
(e1)‖

+ ‖R2 ◦ e
τ A5 ◦ ϕ1

n1
(e1)−R2 ◦ e

τ A5 ◦R1(e1)‖

6
ε

8
+

ε

4
.

Proceeding this way, we choose integersn3, . . . , n8 such that
‖P1(e1)− e1‖ 6 ε/29 + · · ·+ ε/4 < ε/2. We then buildP2,
P3, . . . in the same way asP1 and we choose the integers
n9, n10, . . . in such a way that‖Pk(e1) − e1‖ 6 ε/2k. Now
reasoning as in Example II.2, we can build a switch law related
to the family of matricesA1, . . . , A8 such thatx(8k(t0+τ)) =
Pk ◦ · · · ◦ P1(e1). The ω-limit set Ω(e1) contains at last one
point in the open ballB(e1, ε); this ball does not contain the
origin of R4 if ε is chosen small enough and sox(t) does not
tend to zero ast tends to infinity. Nevertheless, every mode
of this system satisfies Assumption II.7.

This example shows that in Assumption II.4, one cannot
cancel the condition on the repartition of switches (excepted in
the two-dimensional case as we shall see in the next section).
Nevertheless, if we make a stronger assumption on the dwell-
times, we can free ourselves from this condition; consider the
following assumption.

Assumption II.9 (Strong dwell-time). We shall say that
the modei satisfies the condition of strong dwell-time if
there existsτ > 0 such that for everyni ∈ N satisfying
αi|[ani

,ani+1) = 1, we haveani+1 − ani
> τ . In other words,

the sequence of durations during which the modei is activated
has a positive inferior limit.

We have the following result.

Theorem II.10. If system(I.3) satisfies Assumptions II.1 and
II.9 for every mode, thenΩ(x0) = {0} for everyx0 ∈ R

d.

Proof: We let tn =
∑n

k=0 δk. As the solutionx(t)
of (I.3) is bounded, to get the result, it is sufficient to
prove thatΩ(x0) = {0}. To this end, we have only to
prove that every cluster point of the sequence(x(tn))n∈N

is equal to zero. Letℓ be such a point, then,ℓ is the
limit of a subsequence(x(tnk

))k∈N
of (x(tn))n∈N

. Write
x(tnk

) = eδnk
A(nk)(x(tnk−1)), whereA(nk) is a matrix in

family F . There exists an indexi ∈ {1, . . . , N} such that, for
infinitely many indicesnk, we haveA(nk) = Ai. Even if we
have to renumber the matrices of familyF , we can suppose
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that i = 1 and, even if we have to work with a subsequence of
(x(tnk

))k∈N
, we can writex(tnk

) = eδnk
A1(x(tnk−1)). We

write x(tnk−1) = ℓ + x̄k and, in exactly the same manner as
in the proof of Theorem II.5, we prove thatp1(ℓ) = 0.

We now make the following induction hypothesis:p1(ℓ) =
· · · = pr−1(ℓ) = 0. For infinitely many indicesk, we can find
in the sequence(x(tnk

))k∈N
, terms which writex(tmk

) =
eδmk

Ar ◦ ϕk(x(tnk−1)) whereϕk is a product of exponen-
tials of matrices taken in the set{A1, . . . , Ar−1}. Writing
x(tnk−1) = ℓ + x̄k, we haveϕk(x(tnk−1)) = ℓ + ϕk(x̄k)
becauseℓ ∈

⋂r−1
i=1 kerAi. Thus, x(tmk

) = eδmk
Ar (ℓ) +

eδmk
Ar(ϕk(x̄k)). Sincelimk→∞ eδmk

Ar(ϕk(x̄k)) = 0, if we
suppose thatpr(ℓ) 6= 0, we are led to a contradiction in the
same way as above. We have thus proved thatp1(ℓ) = · · · =
pN (ℓ) = 0, or equivalently, thatℓ ∈

⋂N
i=1 kerAi. According

to Assumption II.1, this set is{0} and soℓ = 0.

To conclude this section, we shall illustrate the different
concepts of dwell-time presented in this paper through simple
examples. We take a familyF reduced to two matrices and we
denote byδ2i+1 (resp.δ2i) the lengths of the intervals on which
mode 1 (resp. 2) is activated. If we takeδ2i+1 = τ > 0, then
mode 1 satisfies the strong dwell-time assumption. Consider
now a switching law such thatδ2i+1 = 1 + i(−1)i/(i + 1);
clearly lim infi→∞ δ2i+1 = 0, so mode 1 does not satisfy the
strong dwell-time assumption. Nevertheless, if we take four
consecutive intervals of activation, on one of these, the time
of activation of mode 1 is greater than one, so mode 1 satisfies
the dwell-time assumption. Finally letTn = n(n + 1)/2 and
consider a command law such that, forTn 6 i < Tn+1,
δ2i+1 = 1 + n(−1)n(n + 1)/2. Clearly, mode 1 does not
satisfy the strong dwell-time assumption but it satisfies the
weak dwell-time assumption. Now this mode does no more
satisfy the dwell-time assumption. Indeed, letK ∈ N

∗; if n is
large enough and odd, we can findK consecutive intervals of
activation whose indicesi are such thatTn < [i/2] 6 Tn+1

([x] denotes the integer part ofx); for the intervals with an
odd index, we haveδ2i+1 = 1/(n + 1) which can be made
arbitrarily small asn tends to infinity.

III. SOME PROPERTIES OF THEω-LIMIT SET

A. General considerations

In this section, we introduce the following new assumption.

Assumption III.1 (Permanent activation). We say that the
modei satisfies the permanent activation hypothesis ifλ{t >
0 | αi(t) = 1} = ∞, whereλ denotes the Lebesgue measure.

We begin with proving an easy result.

Proposition III.2. A control law which satisfies Assump-
tion III.1 for every mode being given, the set of pointsx0

such thatΩ(x0) is equal to{0} is a subspace ofRd with
dimension at least one. This implies that the set of pointsx0

such thatΩ(x0) does not reduce to{0} is either empty or
open and dense.

Proof: Obviously the set of pointsx0 such thatΩ(x0) =
{0} is a subspace ofRd; moreover, the solution of (I.3) issued
from x0 can be written asϕt(x0) whereϕt is a product of

exponentials of matrices taken in familyF . The determinant
of ϕt is equal todetϕt = eτ1(t) trA1 · · · eτN (t) trAN , where
τi(t) denotes the measure of the set{0 6 s 6 t | αi(s) = 1}
(trAi < 0). Due to Assumption III.1, we havelimt→∞ τi(t) =
∞, and solimt→∞ detϕt = 0. As,ϕt is bounded, we can find
a sequence(tn)n∈N such thatφ = limn→∞ ϕtn exists. Since
detφ = 0, there existsx0 6= 0 such thatφ(x0) = 0; for this
x0, we clearly haveΩ(x0) = {0}.

We consider now the setM related to familyF defined as

M = {x ∈ R
d | 〈Aix, x〉 = 0, i = 1, . . . , N}.

For i = 1, . . . , N , we also denote byMi the setMi = {x ∈
R

d | 〈Aix, x〉 = 0}. SetM can be regarded as the intersection
of the sets of zeros of quadratic formsx 7→ 〈Aix, x〉 which
are subspaces ofRd because these quadratic forms are non
positive, soM is a subspace ofRd. Notice thanM can contain
a nonzero vector even if all the matrices in familyF are of
full rank. For instance, consider the two matricesA1 andA2

of Example II.2, the related setM is M = {x ∈ R
3 | x3 = 0}.

The two following propositions state that the set ofω-limit
points cannot avoid setsMi.

Proposition III.3. Suppose that system(I.3) satisfies Assump-
tion III.1 for modei, then there existsℓ ∈ Ω(x0) such that
〈Aiℓ, ℓ〉 = 0 (in other words,ℓ ∈ Mi).

Proof: The proof is by contradiction. Assume that for
every ℓ ∈ Ω(x0), the scalar product〈Aiℓ, ℓ〉 is nonzero, it is
therefore negative. AsΩ(x0) is compact, this implies that there
existsµ > 0, such that〈Aiℓ, ℓ〉 6 −µ for every ℓ ∈ Ω(x0).
We denote by[ak1

, ak1+1), [ak2
, ak2+1), . . . the intervals of

times during which the modei is activated1. For the sake
of readability, we denote byxn the solution of (I.3) at time
akn+1. We have

xn = eδkn Ai ◦ ϕn(xn−1) (III.1)

whereϕn is a product of exponentials of matrices taken in
family F \ {Ai}. It follows from ‖ϕn‖ 6 1 that

‖xn‖
2 − ‖x0‖

2 =

n∑

j=1

(
‖xj‖

2 − ‖ϕj(xj−1)‖
2
)

+

n∑

j=1

(
‖ϕj(xj−1)‖

2 − ‖xj−1‖
2
)

6
n∑

j=1

(
‖xj‖

2 − ‖ϕj(xj−1)‖
2
)
. (III.2)

First, we show the result whenlimn→∞ δkn
= 0. In this case,

we consider the series whose general term is

‖xn‖
2−‖ϕn(xn−1)‖

2 = ‖eδknA1◦ϕn(xn−1)‖
2−‖ϕn(xn−1)‖

2.

If n is large enough, the scalar product〈Aixn, xn〉 is far
away from zero, more precisely, there existsn0 such that
〈Aixn, xn〉 6 −µ/2 as soon asn > n0. So, asn tends
to infinity, the general term of this series is equivalent to
2〈Aixn, xn〉δkn

which is the general term of a divergent (to
−∞) series since the series whose general term isδkn

is

1
αi(t) = 1 if t belongs to the union of these intervals
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divergent and〈Aixn, xn〉 6 −µ/2. So the right-hand side
of (III.2) can be made less than‖ℓ‖2 − ‖x0‖2 if n is chosen
large enough, which is a contradiction since‖xn‖ > ‖ℓ‖ for
all n.

In the case where we do not havelimn→∞ δkn
= 0, there

exists τ > 0 such that for alln0, there existsn > n0 with
δkn

> τ . So, even if we have to work with a subsequence of
(xn)n∈N, in (III.1) we can assume thatδkn

> τ for every index
n and that the sequence(ϕn(xn−1))n∈N

is convergent with
limit ℓ ∈ Ω(x0). But reasoning as in the proof of Theorem II.5,
this implies thatAiℓ = 0 and soℓ ∈ Mi.

We immediately deduce from Proposition I.6 and Proposi-
tion III.3 the following corollary.

Corollary III.4. Suppose that there exists a modei with Mi =
{0} and which satisfies Assumption III.1, thenΩ(x0) = {0}.

The next proposition tells us that eachω-limit point belongs
to at least one setMi.

Proposition III.5. We assume that Assumption III.1 is satisfied
by every mode. Then, for everyℓ ∈ Ω(x0), there exists a mode
i ∈ {1, . . . , N} such thatℓ ∈ Mi. In other words,Ω(x0) is
included in the union

⋃N
i=1 Mi.

Proof: If Ω(x0) is a singleton, the result is given by
Proposition III.3. IfΩ(x0) is not a singleton, letℓ ∈ Ω(x0)
and takeε > 0 such thatΩ(x0) contains at least a point
outside of the open ballB(ℓ, ε). From the definition of
Ω(x0), there exists a sequence of times(tn)n∈N such that
limn→∞ x(tn) = ℓ and we can assume thatx(tn) ∈ B(ℓ, ε)
for every n ∈ N. Denote by t′n the number defined by
t′n = inf{t > tn | x(t) ∈ ∂B(ℓ, ε)}. We claim that there
existsτ > 0 such that, for everyn, t′n − tn > τ . The proof
of the existence ofτ is by contradiction, suppose that for
everyτ > 0, there existsn such thatt′n − tn < τ , then there
exists an increasing sequence of indices(nk)k∈N such that
t′nk

− tnk
< 1/k. As x(s) is bounded andt′nk

− tnk
tends to

0, we have

x(t′nk
)− x(tnk

) =

∫ t′nk

tnk

N∑

i=1

αi(s)Aix(s)ds →
k→∞

0,

which implies thatx(t′nk
) tends toℓ, which contradicts the

definition of the sequence(t′n)n∈N. Assume now that for every
i ∈ {1, . . . , N}, we have〈Aiℓ, ℓ〉 < 0, then there existsµ > 0
such that〈Aiℓ, ℓ〉 < −µ and, if ε is chosen small enough,
we have〈Aix(t), x(t)〉 < −µ/2 for every t in the union of
intervals[tn, t′n). Hence,

‖x(t′n)‖
2 − ‖x(tn)‖

2 =

∫ t′n

tn

2

N∑

i=1

αi(t)〈Aix(t), x(t)〉dt

6 −µ(t′n − tn)

6 −µτ. (III.3)

Up to a subsequence of(x(tn))n∈N
, we can assume that

tn−1 < t′n−1 < tn. In this case,‖x(tk)‖ 6 ‖x(t′k−1)‖ and

we deduce from (III.3) that

‖x(t′n)‖
2 − ‖x(t0)‖

2 =

n∑

k=0

(
‖x(t′k)‖

2 − ‖x(tk)‖
2
)

+

n∑

k=1

(
‖x(tk)‖

2 − ‖x(t′k−1)‖
2
)

6
n∑

k=0

(
‖x(t′k)‖

2 − ‖x(tk)‖
2
)

6 −(n+ 1)µτ,

which leads to‖x(t′n)‖
2 negative ifn is chosen large enough

which is impossible.
We prove here a proposition announced in the previous

section and stating a result of convergence to zero in the two-
dimensional case.

Proposition III.6. In the two-dimensional case (d = 2), if
every mode of system(I.3) satisfies Assumptions II.1 and II.7,
thenΩ(x0) = {0} for everyx0 ∈ R

2.

Proof: Takex0 ∈ R
2, the ω-limit set Ω(x0) is included

in
⋃N

i=1 Mi. Due to Assumption I.2, the setsMi are zero or
one-dimensional subspaces ofR

2, so their intersection with
S1 gives a set of isolated points. Assume thatΩ(x0) 6= {0},
then it is included on a circle with center the origin and radius
r > 0; moreover due to Assumption III.1, it is also included in
the union

⋃N
i=1 Mi. ThereforeΩ(x0) is included in a finite set

of points located on the circle. AsΩ(x0) is a connected set,
we deduce thatΩ(x0) is a single point that we shall denote by
ℓ. Takei0 ∈ {1, . . . , N}, due to Assumption II.7, we can find
a sequence(tn)n∈N tending to infinity such that we can write
x(tn) = eτn Ai0 (x(tn − τn)) with τn > τ > 0. Reasoning
as in the proof of Theorem II.5, we deduce that the limit of
x(tn − τn) asn tends to infinity belongs tokerAi0 but this
limit is equal toℓ. So we proved thatℓ ∈

⋂N
i=1 kerAi = {0}

(due to Assumption II.1).

Remark. One could wonder if Assumption II.7 could be
replaced by Assumption III.1 in the above proposition. We
do not know the answer to this question.

In order to give a more precise description of theω-limit set,
we shall assume that the different modes are well distributed.
Roughly speaking, this means that the contribution of a given
mode cannot be neglected with respect to the contributions of
the other modes. Below is the precise definition.

Assumption III.7 (Persistent activation). We shall say that
the modei satisfies the “persistent activation” assumption if,
for every sequence of intervals([tn, t′n])n∈N such that

• the limit of tn asn tends to infinity is equal to infinity;
• there existsτ > 0, such thatt′n−tn > τ for everyn > 0;
• the limit of the number of commutations occurring in the

interval [tn, t′n] tends to infinity asn tends to infinity,
we havelim infn→∞ λ{t ∈ [tn, t

′
n] | αi(t) = 1} > 0.

Proposition III.8. Assume that Assumptions III.1 and III.7
are satisfied by the modei, thenΩ(x0) ⊂ Mi.

Proof: Let ℓ ∈ Ω(x0), if Ω(x0) reduces toℓ, the result
follows from Proposition III.3; if not, we shall argue by
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contradiction. So, we suppose that there existsℓ ∈ Ω(x0) such
that 〈Aiℓ, ℓ〉 < −µ < 0. As in the proof of Proposition III.5,
we take a sequence(tn)n∈N such thatlimn→∞ x(tn) = ℓ,
we chooseε > 0 and we define the sequence(t′n)n∈N by
t′n = inf{t > tn | ‖x(t′n)− ℓ‖ = ε}. The positive numberε is
chosen small enough to have〈Aix(t), x(t)〉 6 −µ/2 for every
t ∈ [tn, t

′
n] and, up to a subsequence of(t′n)n∈N, we assume

that the limit, denoted byℓ′, of the sequence(x(t′n))n∈N exists.
As in the proof of Proposition III.5, we can show that there
existsτ > 0 with t′n − tn > τ .

Moreover, the number of commutations occurring in the
interval [tn, t′n] cannot be bounded. If it were the case, up
to a subsequence of([tn, t′n])n∈N, we could assume that
there exists a finite sequence(i1, . . . , ir) of indices taken in
{1, . . . , N} such thatx(t′n) = eu

1
nAi1 ◦· · ·◦eu

r
nAirx(tn), with

u1
n, . . . , u

r
n > 0. As in the proof of Theorem II.5, in this case,

we could show thatlimn→∞ x(t′n) = ℓ which is impossible
since‖ℓ′ − ℓ‖ = ε. So, we can suppose that the limit, asn
tends to infinity, of the number of commutations occurring in
the interval[tn, t′n] is infinite. Therefore, denoting byJn the
set Jn = {t ∈ [tn, t

′
n] | αi(t) = 1}, from Assumption III.7,

we havelim infn→∞ λ(Jn) = τi > 0. Now we have

‖x(t′n)‖
2 − ‖x(tn)‖

2 = 2

∫ t′n

tn

N∑

j=1

αj(s)〈Ajx(s), x(s)〉ds

6 2

∫

Jn

〈Aix(s), x(s)〉ds

6 −µλ(Jn). (III.4)

But λ(Jn) > τi/2 if n is large enough and so from (III.4), we
get

‖x(t′n)‖
2 − ‖x(tn)‖

2 6 −
τiµ

2
(III.5)

for n large enough. Passing to the limit in (III.5), we get
‖ℓ′‖2 −‖ℓ‖2 6 −τiµ/2. A contradiction since‖ℓ′‖ = ‖ℓ‖.

From Proposition III.8 we deduce the following easy con-
sequence.

Corollary III.9. If Assumptions III.1 and III.7 are satisfied
and if M = {0}, thenx(t), the solution of system(I.3), tends
to zero ast tends to infinity.

Proof: If Assumption III.7 is satisfied, thenΩ(x0) reduces
to {0}.

Remark.We may wonder if we could weaken the hypothesis in
Proposition III.8 by assuming only the permanent activation
(Assumption III.1). The following example gives a negative
answer to this question.

Example III.10. In this example, we take the matricesA1

andA2 from Example II.2 as well as the following matrixA3

defined as

A3 =




−1 0 0
0 0 0
0 0 0



 .

Putϕn = (et0 A1/n ◦ et0 A2/n ◦ et0 A3/n
2

)n with t0 = π/4. We
have limn→∞ ϕn = et0 (A1+A2). Given integersn1, . . . , n4,
set

Θn1n2n3n4
= ϕn4

◦ et0 A3 ◦ ϕn3
◦ ϕn2

◦ et0 A3 ◦ ϕn1
.

A positive numberε being given, proceeding as in Exam-
ple II.2, one can prove that it is possible to choose the integers
n1, . . . , n4 in such a way that‖Θn1n2n3n4

(e0) − e0‖ 6 ε/2;
more generally, we can find a sequence(nk)k>1 such that
∥∥∥∥∥

k−1∏

i=0

Θn4i+1n4i+2n4i+3n4i+4
(e0)− e0

∥∥∥∥∥ 6
ε

2
+· · ·+

ε

2k
. (III.6)

We choose now a switch law such that the solution of (I.3)
(with x0 = e0) is such that

x

(
6kt0 +

4k∑

i=1

t0
ni

)
=

k−1∏

i=0

Θn4i+1n4i+2n4i+3n4i+4
(e0).

For this switch law, inequality (III.6) shows that there exists
anω-limit point ℓ in the open ballB(e0, ε) and, if ε is chosen
small enough this limit point is such that〈A3ℓ, ℓ〉 6= 0.

B. What happens whenΩ(x0) is a singleton

The following result is well known, but for the convenience
of the reader we shall supply a simple proof.

Lemma III.11. Let (ϕn)n∈N be a sequence inL∞(R+,B)
whereB is a bounded subset ofRN . If ϕn

∗
⇀ ϕ, thenϕ takes

almost surely values inco(B) (the closed convex hull ofB).

Proof: Let Q denote the set of affine forms ofRN with
rational coefficients. SetL = {L ∈ Q | L(B) ⊂ R+}. We
haveco(B) =

⋂
L∈L

L−1(R+). TakeL ∈ L . Sinceϕn takes
values inB,

∫
A L(ϕn(t))dt > 0, for any measurable subset

A ⊂ R+. Sinceϕn
∗
⇀ ϕ andL is continuous, we get for any

measurable setA ⊂ R+
∫

A

L (ϕ(t)) dt = L

(∫

A

ϕ(t)dt

)
= lim

n→∞
L

(∫

A

ϕn(t)dt

)

= lim
n→∞

∫

A

L (ϕn(t)) dt > 0,

which implies thatL◦ϕ is almost surely nonnegative. In other
words, the setIL = {t > 0 | L ◦ ϕ(t) < 0} has zero measure
for everyL ∈ L . Using the countability ofL , it follows that

λ{t > 0 | ϕ(t) /∈ co(B)} = λ

(
⋃

L∈L

IL

)
6
∑

L∈L

λ (IL) = 0,

or, equivalently thatϕ(t) ∈ co(B) almost surely.
The next proposition is a consequence of Lemma III.11 to

linear switched systems. Define the sets∆>0 and∆>0 by

∆>0 =
{
α ∈ R

N
+ | α1 + · · ·+ αN = 1

}
,

and

∆>0 = {α ∈ ∆>0 | αi > 0, ∀ i = 1, . . . , N} .

Proposition III.12. If Ω(x0) = ℓ, then there existsα ∈ ∆>0

such that
∑N

i=1 αiAiℓ = 0.

Proof: Let B = {e1, . . . , eN} denote the canonical basis
of RN . Let (tn)n∈N be a sequence of positive numbers tending
to infinity. Putβ(t) = ei if σ(t) = i, and setϕn(t) = β(tn+t).
For all n > 0, we haveϕn ∈ L∞(R+,B). It follows
from Alaoglu’s theorem and Lemma III.11 thatϕn admits a
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converging subsequenseϕnk

∗
⇀ ϕ ∈ L∞(R+, co(B)). Thus,

ϕ(t) =
∑N

k=1 αi(t)ei, where theαi’s are non negative mea-
surable functions. To eachϕnk

corresponds a nonautonomus
vector fieldXnk

t defined by

Xnk

t (x) =
N∑

i=1

〈ϕnk
(t), ei〉Aix. (III.7)

Consequently,Xnk
· (x)

∗
⇀X·(x) =

∑N
i=1 αi(·)Aix for every

x ∈ R
d, ask goes to infinity. In particular, for everyt > 0,

∫ t

0

Xnk
s (x)ds →

k→∞

∫ t

0

Xs(x)ds. (III.8)

It is easy to see that this convergence is indeed uniform
with respect to(t, x) on every compact subset ofR+ × R

d

(we prove this fact in Lemma III.13 after the present proof),
and because theXnk

t are linear (inx), the same property of
uniform convergence holds for all derivatives with respectto x.
Let P t

k andP t denote the flows ofXnk

t andXt, respectively.
Thus, according to [24, Lemma 8.10],P t

k(x) goes toP t(x)
ask → ∞, uniformly with respect to(t, x) on every compact
subset ofR+ ×R

d. In particular, for everyε > 0, there exists
k0 ∈ N such that for everyk > k0
∥∥P t(x(tnk

))− x(t+ tnk
)
∥∥ =

∥∥P t(x(tnk
))− P t

k(x(tnk
))
∥∥

< ε,

which, ask goes to infinity, shows that‖P t(ℓ)− ℓ‖ < ε, for
everyε > 0 and everyt > 0. Hence,P t(ℓ) = ℓ, which, upon
differentiating with respect tot, gives the result.

Lemma III.13. The convergence in relation (III.8) is uniform
with respect to(t, x) on every compact subset ofR+ × R

d.

Proof: In view of relation (III.7), and because the map-
pings x 7→ Aix are linear, it is sufficient to show that the
convergence (which holds true sinceϕnk

∗
⇀ ϕ)

∫ t

0

ϕnk
(s)ds →

k→∞

∫ t

0

ϕ(s)ds

is uniform with respect tot on [0, T ]. Fix ε > 0 and p ∈ N

such that5/2p 6 ε. Set Iqp = [qT/p, (q + 1)T/p). Since
ϕnk

∗
⇀ ϕ, there existsk0(p, q) such that

∣∣∣∣∣

∫ T

0

χ
Iq
p

(s)(ϕnp
− ϕ)(s)ds

∣∣∣∣∣ 6
1

k2i+1
, ∀ k > k0(p, q).

Let k0 = max{k0(p, 1), . . . , k0(p, p)}. Denote byqt the index
for which t ∈ Iqtp . For all k > k0, we have,

∣∣∣∣
∫ t

0

(ϕnk
− ϕ)(s)ds

∣∣∣∣ 6
p−1∑

q=0

∣∣∣∣
∫ t

0

χ
Iq
p

(s)(ϕnk
− ϕ)(s)ds

∣∣∣∣

=
∑

q 6=qt

∣∣∣∣∣

∫ T

0

χ
Iq
p

(s)(ϕnk
− ϕ)(s)ds

∣∣∣∣∣

+

∣∣∣∣
∫ t

0

(ϕnk
− ϕ)(s)ds

∣∣∣∣

6

p−1∑

q=0

∣∣∣∣∣

∫ T

0

χ
Iq
p

(s)(ϕnk
− ϕ)(s)ds

∣∣∣∣∣

+
2

p
‖ϕnk

− ϕ‖∞ 6 ε,

from which the uniform convergence (III.8) follows.

Definition III.14. We shall say that a subsetI ⊂ {1, . . . , N}
is ℓ-minimal if there exists a uniqueα0 in ∆>0 such that∑

i∈I α
0
iAiℓ = 0.

The next result shows that Assumption III.7 (and thus
Assumption III.1) is necessary if{1, . . . , N} is ℓ-minimal.

Theorem III.15. Assume thatΩ(x0) = {ℓ}. If {1, . . . , N} is
ℓ-minimal, then Assumption III.7 is satisfied.

Proof: Let α0 be the unique element of∆>0 such that∑N
i=1 α

0
iAiℓ = 0. According to Lemma III.12, there exists

α ∈ ∆>0 such that
∑N

i=1 αiAiℓ = 0. It follows from the ℓ-
minimality of {1, . . . , N} that α = α0. In particular,αi > 0
for all i ∈ {1, . . . , N}. Keeping the same notation as in the
proof of Lemma III.12, we thus have proved that all the (weak
star) convergent subsequences ofϕn converge to

∑N
i=1 α

0
i ei.

Consequently,ϕn
∗
⇀
∑N

i=1 α
0
i ei. In particular,〈ϕn, ei〉

∗
⇀ α0

i

for all i ∈ {1, . . . , N}. Hence, for any sequence of intervals
[tn, t

′
n] satisfying the hypothesis of Assumption III.7, we have,

λ{t ∈ [tn, t
′
n] | αi(t) = 1} =

∫ t′n

tn

〈β(s), ei〉 ds

>

∫ τ

0

〈ϕn, ei〉 ds → τα0
i > 0,

which proves that Assumption III.7 is satisfied.

C. Further remarks

In subsection III-A, we have seen that, under Assump-
tions III.1, the setΩ(x0) is included in

⋃N
i=1 Mi; moreover in

subsection III-B, we have seen that, in the case whereΩ(x0)
reduces to an unique pointℓ, there exists a convex combination
of the vectorsAiℓ which vanishes. In this subsection, we shall
see what we can say of the convex combinations of theAiℓ’s in
the general case. Hereafter, we denote byIℓ the set of indices
defined byIℓ = {i ∈ {1, . . . , N} | ℓ ∈ Mi}.

Definition III.16. We shall say thatℓ is an ordinary point of⋃N
i=1 Mi if, whenever we havei1 and i2 in Iℓ, eitherMi1 ⊂

Mi2 or Mi2 ⊂ Mi1 . We shall say thatℓ ∈
⋃N

i=1 Mi is an
extraordinary point if it is not ordinary.

Notice that ifℓ ∈
⋃N

i=1 Mi is an ordinary point, there exists
an indexiℓ such that

⋃
i∈Iℓ

Mi = Miℓ . Clearly, the set of
ordinary points is open and dense in

⋃N
i=1 Mi. Moreover,

if ℓ is an ordinary point of
⋃N

i=1 Mi, there exists an open
neighborhoodU of ℓ such thatU ∩

⋃N
i=1 Mi = U ∩

⋃
i∈Iℓ

Mi.
The following proposition gives an additional condition tobe
satisfied by a pointℓ in order it belongs toΩ(x0).

Proposition III.17. Assume thatℓ ∈ Ω(x0). There existsα ∈
∆>0 such that

1) if ℓ is an ordinary point,
∑N

i=1 αiAiℓ ∈
⋃

i∈Iℓ
Mi,

2) if ℓ is an extraordinary point, there existsI ′ℓ ⊂ Iℓ such
that

∑N
i=1 αiAiℓ ∈

⋂
i∈I′

ℓ
Mi.



9

Proof: Assume first thatℓ is an ordinary point ofΩ(x0).
Assume that, for everyα ∈ ∆>0, the sum

∑N
i=1 αiAiℓ

does not belong to
⋃

i∈Iℓ
Mi, then there exists a vectoru

orthogonal to
⋃

i∈Iℓ
Mi = Miℓ and a positive constantc, such

that 〈Aiℓ, u〉 > c for every i ∈ Iℓ. ChooseU = B(ℓ, r) a
small enough open ball aroundℓ such thatU ∩

⋃N
i=1 Mi =

U∩
⋃

i∈Iℓ
Mi and〈Aiℓ

′, u〉 > c/2 for everyℓ′ ∈ U∩
⋃

i∈Iℓ
Mi.

There exists a sequence(tn)n∈N tending to infinity such that
limn→∞ x(tn) = ℓ andx(tn) ∈ B(ℓ, r/2) for everyn ∈ N.

If Ω(x0) reduces toℓ, put τn = 1. Since limn→∞ x(tn +
τn) = ℓ, x(tn+τn) ∈ B(ℓ, r/2) if the indexn is large enough.
If Ω(x0) does not reduce toℓ, there exists anω-limit point
outside of the ballB(ℓ, r) if r is chosen small enough. In this
last case, we chooseτn = inf{t > tn | x(t) ∈ ∂B(ℓ, r/2)}
which is well defined for every indexn. In any case, the
sequence(x(tn+τn))n∈N being bounded, we can assume that
it converges tōℓ ∈ U . We have

〈x(tn + τn)− x(tn), u〉 =

∫ tn+τn

tn

N∑

i=1

αi(s)〈Aix(s), u〉ds

>
c

2
τn, (III.9)

if n is large enough. Ifℓ = ℓ̄, put τn = 1 for every indexn.
If ℓ̄ 6= ℓ, as we cannot havelim infn→∞ τn = 0, there exists
τ > 0 such thatτn > τ as soon as indexn is large enough,
so from (III.9), we deduce

c

2
τ 6 〈x(tn + τn)− x(tn), u〉. (III.10)

As ℓ̄ ∈
⋃

i∈Iℓ
Mi, the limit of the right-hand side of (III.10)

is 0, which leads to a contradiction.
Assume now thatℓ is an extraordinary point in

⋃N
i=1 Mi,

if ℓ is the limit of a sequence(ℓk)k∈N of ordinary points, we
can assume that the sets of indicesIℓk are all equal to a set
I0 ⊂ {1, . . . , N}. So, there exists a sequence(αℓk)k∈N of
elements of∆>0 such that

N∑

i=1

αℓk
i Aiℓk ∈

⋃

i∈I0

Mi. (III.11)

Now, as∆>0 is compact, we can suppose that the sequence
(αℓk)k∈N converges toα ∈ ∆>0 and equality (III.11) implies∑N

i=1 αiAiℓ ∈
⋃

i∈I0
Mi. If there exists an open neighbor-

hood U of ℓ such thatU ∩
⋃N

i=1 Mi is constituted by ex-
traordinary points, let(ℓk)k∈N be a sequence of extraordinary
points tending toℓ, we can assume that all the subsets of
indicesIℓk are equal toI0 and we can also assume that all
the ℓk as well asℓ belong to a same intersection of subspaces⋂

i∈I0
Mi, reasoning as in the first part of this proof, we get

the result stated in the proposition.

D. Nonconvergence to zero of the switched system under some
weak hypothesis

The next two results show that Assumption III.7 is not
sufficient to ensure the convergence to zero of system (I.3)
when the spaceM is not reduced to zero.

Proposition III.18. Let ℓ ∈ M \{0}. Assume that there exists
α ∈ ∆>0 such that

∑N
i=1 αiAiℓ = 0. Then, there exists a

trajectory satisfying Assumption III.7 which does not converge
to zero.

Proof: Let α ∈ ∆>0 be such that
∑N

i=1 αiAiℓ = 0. For
any t ∈ [0, 1], setΦt = etαNAN ◦ · · · ◦ etα1A1 . The mapping
t 7→ Φt(ℓ) has Taylor expansion

Φt(ℓ) = ℓ+ t

N∑

i=1

αiAiℓ+ t2vt = ℓ+ t2vt,

with vt = O(1) (since [0, 1] is compact), which implies that
there existsc0 > 0 such that‖vt‖ 6 c0 for all t ∈ [0, 1]. Let
(tn)n∈N be a sequence in[0, 1] such that

∑∞
n=0 t

2
n converges.

Since‖Φt(v)‖ 6 ‖v‖, we get

‖Φtn+1 ◦ Φtn(ℓ)− ℓ‖ = ‖Φtn+1(ℓ+ t2nvtn)− ℓ‖

6 t2n+1‖vtn+1
‖+ t2n‖Φ

tn+1(vtn)‖

6 (t2n+1 + t2n)c0.

Put Φp,q = Φtq ◦ · · · ◦ Φtp . By induction, we get, forq > p,
‖Φp,q(ℓ)− ℓ‖ 6 c0

∑q
n=p t

2
n, and lettingq go to infinity leads

to limq→∞ ‖Φp,q(ℓ) − ℓ‖ 6 c0
∑∞

n=p t
2
n. As the Φp,q ’s are

equibounded, we can select a converging subsequenceΦp,qk .
SetΨp = limk→∞ Φp,qk . For p sufficiently large, we have

∀ ε > 0 ∃ pε | ∀ p > pε ‖Ψp(ℓ)− ℓ‖ 6 ε, (III.12)

which shows thatΨp(ℓ) 6= 0. Moreover, becauseα ∈ ∆>0,
the constructed trajectory satisfies Assumption III.7.

Proposition III.19. Assume that there existsα ∈ ∆>0 such
thatM ⊂ ker

∑N
i=1 αiAi. Then, for everyℓ ∈ M , there exists

a trajectory that satisfies Assumptions III.1 and III.7, andsuch
that ℓ ∈ Ω(x0).

Proof: Let α ∈ ∆>0 be such thatM ⊂ ker
∑N

i=1 αiAi

and let Ψp be defined as in the proof of Theorem III.18
according to which it remains to show that for everyℓ ∈ M ,
there exists a trajectory whoseω-limit set containsℓ. As
M ⊂ ker

∑N
i=1 αiAi, relation (III.12) holds for everyℓ ∈ M .

To get the result it is sufficient to show that there exists ap
such that the image byΨp of an open ball inM centered at the
origin contains an open ball. LetSM be the unit sphere ofM
that is the boundary of the open unit ballBM . Let 0 < ε < 1.
Since all mappingsΦt are Lipschitzian with constant one, all
mappings areΨp Lipschitzian with constant one. Thus the
family (Ψp)p∈N is equicontinuous. Relation (III.12) (which
holds for everyℓ ∈ M ) indicates that asp goes to infinity,
Ψp→Id|M , pointwise, thus uniformly. Consequently, there
existsp0 such that‖Ψp0

(ℓ) − ℓ‖ < ε holds for all ℓ ∈ SM

from which it follows thatBM (0, 1− ε) ⊂ Ψp(BM ) (see [25,
Lemma 7.23]). This completes the proof.

IV. A PPLICATION TO THE THREE-CELL CONVERTER

In this section we apply our theoretical result to the
continuous-time model of the multilevel converter. Due to their
particular importance for high-power industrial applications,
multilevel converters have attracted increasing attentions in the
last decades. Seeing that our present aim is to discuss neither
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modeling nor goals of such electronic devices, we refer the
reader to [26], [27], [28] for a detailed discussion upon these
issues.

For simplicity, we limit ourselves to the case of the three-
cell converter although all our results are true forp-cell con-
verters withp > 3. Some particularity of the two-cell converter
which follows from Proposition III.6 will be explained at the
end of present section.

A. Description of the system

The circuit topology of the three-cell converter is repre-
sented in Figure 1.

Figure 1. Sketch of the three-cell converter

Our main goal is to estimate the voltage of the capacitors
in the case where only the current in the load is measured.
Defining x = (x1, x2, x3) = (VC1

, VC2
, ich) as the state

vector, whereVC1
, VC2

are the voltages of the corresponding
capacitors,ich is the load current andy = ich is the output,
the model can be represented by a unique state equation:

{
ẋ = F (u)x+ EG(u)

y = Cx,

whereE is the input voltage,u = (u1, u2, u3) ∈ {0, 1}3 is the
control vector and the matricesF (u), G(u) andC are given
by

F (u) =




0 0
u2 − u1

C1

0 0
u3 − u2

C2
u1 − u2

L

u2 − u3

L
−
R

L




, G(u) =




0
0
u3

L


 ,

C =
(
0, 0, 1

)
.

In order to achieve our goal, we build a Luenberger switched
observer based on the load current measurement (other ap-
proaches are possible see for instance [29], [30], [31]). Such
an observer takes the form

˙̂x = F (u)x̂− L(u)(Cx̂− y) +G(u), L(u) ∈ R
3×1,

and the dynamics of the errore = x̂− x reads

ė(t) = A(u)e(t), A(u) = F (u)− L(u)C,

which, puttingi =
∑3

j=1 uj2
j−1, can be rewritten as

ė =

8∑

i=1

αi(t)Aie, αi(t) ∈ {0, 1},
8∑

i=1

αi(t) = 1. (IV.1)

It is easy to show that the gain matricesLi can be chosen in
such a way that familyF = {A1, . . . , A8} satisfies Assump-
tion I.2. Straightforward calculations show that necessarily,

P =



p1 p3 0
p3 p2 0
0 0 p4


 , AT

i P + PAi =




0 0 ξi
0 0 ζi
ξi ζi ςi


 ,

with ςi 6 0 for i = 1, . . . , 8. The spectrum ofAT
i P + PAi,

sp(AT
i P + PAi) =

{
0,

1

2

(
ςi ±

√
4ξ2i + 4ζ2i + ς2i

)}

is a subset of nonpositive numbers if and only ifξi = ζi = 0.
In particular, we haveM =

⋂8
i=1 Mi = {x ∈ R

3 | x3 = 0}.
Take P and the gain matricesLi such that Assumption I.2
holds. We have

Ai =
1

L




0 0 (u2 − u1)µ1 − (u3 − u2)µ3

0 0 (u3 − u2)µ2 − (u2 − u1)µ3

u1 − u2 u2 − u3 −Ri



 ,

with Ri > 0 andµj = pjp
2
4/detP (i = 1, . . . , 8, j = 1, 2, 3).

We want to know under which condition solutions to (IV.1)
converge to zero. All results from Section IV leading to
convergence to zero being dwell-time based, we may wonder
which type of dwell-time hypothesis are satisfied by the multi-
cell chopper. Unfortunately, the different modes of the three-
cell converter do not admit any dwell-time, only the switches
do have one. In other words, one may switch from modeAi

to modeAj (i 6= j) in an arbitrarily small time, but one has
to wait a positive minimum time between two switches of the
same the switch. We thus consider the following assumption.

Assumption IV.1 (Switch dwell-time). The time elapsed
between two commutations of the same switch has a positive
inferior limit.

Notice that Assumption IV.1 implies that there exists at least
one mode which satisfies the weak dwell-time Assumption
II.7, but it turns out that its does not imply stronger assump-
tions on modes.

One may naturally wonder if Assumption IV.1 implies the
convergence to zero of the solution to system (IV.1). The
answer is negative as we shall see in the next section.

Notice moreover that althoughker
∑8

i=1 Ai/8 = M (which
shows that the three-cell converter satisfies the hypothesis of
Proposition III.19), the counter example given by Proposition
III.19 is no more valid since the dwell-time on switches has
not been taken into account.

B. The ω-limit set of a trajectory of the 3-cell converter
observer is not necessarily a singleton

In the present section, we construct a trajectory of the3-cell
converter observer (IV.1) whoseω-limit set is not a singleton.
Moreover, we shall see that the trajectory can be constructed
in such a way that Assumptions II.7, III.1, III.7 and IV.1 are
satisfied.

First of all, let us rewrite system (IV.1) in a simpler way.
Notice that up to the change of coordinatesx 7→ P 1/2x and
the time reparametrizationt 7→ Lt (two transformations that
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do not change the topology ofω-limit sets), we may assume
that all theAi’s have the form

Ai =




0 0 ai1
0 0 ai2

−ai1 −ai2 −ai3


 ,

with (ai1, a
i
2) ∈ {0,±1}2 \ {±(1, 1)} and ai3 > 0. We

now rewrite the system (IV.1) using spherical coordinates
z = (r, θ, ϕ) defined by:

x1 = r cos θ cosϕ, x2 = r sin θ cosϕ, x3 = r sinϕ.

It is easy to check that:

ṙ = −ai3r sin
2 ϕ (IV.2)

θ̇ = (ai2 cos θ − ai1 sin θ) tanϕ (IV.3)

ϕ̇ = −ai3 cosϕ sinϕ− (ai1 cos θ + ai2 sin θ), (IV.4)

which shows in particular thaṫr = o(θ̇) as t goes to infinity
since ϕ(t) goes to zero ast goes to infinity. Heuristically
speaking, this means that, approaching infinity, a trajectory of
system (IV.1) looses less in norm than it can win in angular
positionθ, which encourages us to believe that we can build a
trajectory of system (IV.1) whoseω-limit set is not a singleton.

Before beginning the construction of the trajectory, let us
fix the setK in which the trajectory will lie and some notation.
We set:

• K = [0, r0]× [θ0, θf ]× [0, ε0] ⊂ {z | cos θ > sin θ > 0},

• α = inf {z∈K, i6=7,8}

{
|ϕ̇(i, z)|, |ai2 cos θ − ai1 sin θ|

}
,

• β = sup{z∈K, i6=7,8}

{
|ϕ̇(i, z)|, |ai2 cos θ − ai1 sin θ|

}
,

• αi
1 = inf z∈K

{
−ai1 cos θ − ai2 sin θ

}
,

• αi
2 = supz∈K

{
π(−ai1 cos θ − ai2 sin θ)/2

}
,

• If (vn)n∈N is a sequence we denote by(Sv
n)n∈N the

sequence of its partial sums, i.e.,Sv
n =

∑n
k=0 vk.

Fix π/4 > ε0 > 0 so small that we haveα > 0, β > 0 and
αi
j 6= 0 for everyj ∈ {1, 2} and everyi 6= 7, 8.

1st step: Construction of the switching trajectory
We shall construct here a trajectory of system (IV.1) which lies
in K for all positive timet. In order to choose an order for
the concatenation of the modes, consider the following sign
table of velocities inK.

signs inK 1 2 3 4 5 6 7 8

θ̇ + − − + + − 0 0
ϕ̇ + − + − + − 0 0

(IV.5)

According to the sign table (IV.5), one sees that the forward
and backward motions inθ are given by the modes1, 4, 5
and2, 3, 6 respectively. For simplicity, we shall only use the
modes 2, 3, 4 and 5 for the construction of the trajectory.

From (IV.4), one infers that−ai3ϕ + αi
1 6 ϕ̇ 6 2(−ai3ϕ +

αi
2)/π. Hence, as long asθ(t) stays in[θ0, θf ], we have

yi1(t) 6 ϕ(t) 6 yi2(2t/π), (IV.6)

whereyij(t) is the solution of the Cauchy probleṁy = −ai3y+
αi
j , y(t0) = ϕ(t0), i.e.,

yij(t) = e−ai
3tϕ(t0) +

αi
j

ai3

(
1− e−ai

3(t−t0)
)
. (IV.7)

Construction of the ε0-forward motion from θ0 to θf
According to (IV.2)-(IV.4), and for everyAi in family F ,
the projection onto(θ, ϕ) of the pushforward by the diffeo-
morphismx 7→ z of the fieldAi is a well-defined nonlinear
autonomous vector field in the variables(θ, ϕ) which we
denote byĀi. Let etĀi denote the flow ofĀi and K̄ the
projection ofK onto (θ, ϕ).

Set z0 = (r0, θ0, 0) to be the initial condition andt0 = 0
to be the initial time. We begin with following the modeA5.
Define τ1 = inf{t > 0 | etĀ5(θ0, 0) /∈ K̄}. Necessarily,τ1 <
∞; if not, we would haveθ(t) < θf for all positive time,
which, according to (IV.7) and (IV.6), would imply that

ϕ(t) > y51(t) →
t→∞

α5
1

a53
> 0,

which is impossible sincelimt→∞ ϕ(t) = 0.

First case: θ(τ1) = θf . For the same reason as forτ1, we
have inf{t > 0 | e−tĀ4(θf , 0) /∈ K̄} < ∞, which implies
that there must existδ1, δ2 > 0 such thateδ1Ā5(θ0, 0) =
e−δ2Ā4(θf , 0), i.e., such thateδ2Ā4 ◦ eδ1Ā5(θ0, 0) = (θf , 0).

Second case:θ(τ1) < θf . Define τ2 = inf{t > 0 | etĀ4 ◦
eτ1Ā5(θ0, 0) /∈ K̄}. For the same reason as forτ1, we have
τ2 < ∞. As in the first case, ifθ(τ2) = θf , there must exist
δ1, δ2 > 0 such thateδ1Ā5(θ0, 0) = e−δ2Ā4(θf , 0). Indeed, the
nonexistence of suchδ1, δ2 would imply that

{etĀ4(θf , 0) | t < 0}
⋂

{etĀ4 ◦ eτ1Ā5(θ0, 0) | t > 0} 6= ∅,

which contradicts the uniqueness theorem for solutions to
ODEs. If θ(τ2) < θf , we set δ1 = τ1 and defineτ3 =
inf{t > 0 | etĀ5 ◦ eτ2Ā4 ◦ eδ1Ā5(θ0, 0) /∈ K̄}. Then, as for
τ1, we go back to the distinction between first and second
case and so on. Step by step, we iteratively construct a
sequence(tn)n∈N = (Sδ

n)n∈N of switching times such that
θ(tn) ∈ [θ0, θf ] andϕ(tn) ∈ [0, ε0] for all n. We next show
that this process must stop. That is, we reachθf after finitely
many commutations. To show this let us first evaluate the time
elapsed between two consecutive commutations.

Evaluation of tn+1 − tn

According to the mean value theorem, for everyξ ∈ (tn, tn+1],
there existsc ∈ (tn, ξ) such that|ϕ(ξ)−ϕ(tn)| = |ϕ̇(c)| (ξ−
tn). Consequently, according to the definition ofα andβ,

0 < α 6
|ϕ(ξ) − ϕ(tn)|

ξ − tn
6 β, ∀ ξ ∈ (tn, tn+1]. (IV.8)

Suppose to reach a contradiction thatθ(tn) < θf for infinitely
manyn. In this case, we have|ϕ(tn+1)− ϕ(tn)| = ε0. At this
point, integrating (IV.3) we can evaluate the covered distance
in θ. According to (IV.3), (IV.8), and asθ̇, ϕ > 0, and
ϕ(t2k) = 0, we have

|θ(t2n+1)− θ0| =
2n∑

k=0

∫ tk+1

tk

θ̇(ξ)dξ

>

2n∑

k=0

∫ tk+1

tk

αϕ(ξ)dξ



12

>

n∑

k=0

∫ t2k+1

t2k

α |ϕ(ξ) − ϕ (t2k)| dξ

>

n∑

k=0

∫ t2k+1

t2k

α2 (ξ − t2k) dξ

=

n∑

k=0

α2

2
(t2k+1 − t2k)

2

> n
α2ε20
2β2

→
n→∞

∞, (IV.9)

which contradicts the fact thatθ(tn) < θf for infinitely many
n. Let N0 denote the number of switching times during the
constructedε0-forward motion. Notice thatN0 is even if the
initial time (t0 = 0) is counted as the first switching time.
Onceθf has been reached, in the same manner as for theε0-
forward motion, we use the flowsetA2 andetA3 to construct an
ε1-backward motion (withε1 6 ε0) to go back toθ0. Step by
step, we iteratively construct a switching trajectory of system
(IV.1) which is a concatenation ofεn-motions where(εn)n∈N

is a chosen sequence of positive numbers decreasing to zero.
Let Nn denote the number of commutations during anεn-
motion. By construction, for everyn ∈ N, we have

•
∣∣θ
(
tSN

n+1

)
− θ

(
tSN

n

) ∣∣ = θf − θ0;

• ϕ(t2k) = 0, ∀ k ∈ N;

• |ϕ (tk+1)− ϕ (tk)| = εn, ∀ k ∈ {SN
n−1 + 1, SN

n − 2};

•
∣∣ϕ
(
tSN

n

)
− ϕ

(
tSN

n −1

)∣∣ = γn, with 0 < γn 6 εn.
In the last equalityγn corresponds to the value ofϕ at the
last switching time of theεn-motion.

2nd step: evaluation of the number of switching times
during an εn-motion
One easily repeats on the time interval of anεn-motion a
computation similar to (IV.9) to conclude that

θf − θ0 = θ
(
tSN

n +1

)
− θ

(
tSN

n

)
>

(
Nn − 2

2
ε2n + γ2

n

)
α2

2β2
,

from which it follows that

Nn 6
4β2(θf − θ0)

α2ε2n
+

2(ε2n − γ2
n)

ε2n
6

C

ε2n
, (IV.10)

with C =
(
4β2(θf − θ0) + 2α2ε20

)
/α2.

3rd step: evaluation of the loss in norm
The last thing we have to do is to evaluate the loss in norm
along the whole trajectory. Let us first estimate the loss in
norm during anεn-motion. Denote by[bn0 , b

n
Nn

] the time inter-
vals corresponding to this motion. Seta = max{a13, . . . , a

8
3}.

According to (IV.2), (IV.8) and (IV.10), one infers that

r (bn0 )− r
(
bnNn

)
=

∫ bnNn

bn
0

|ṙ(ξ)| dξ 6

∫ bnNn

bn
0

ar0ϕ
2(ξ)dξ

6 ar0ε
2
n

∫ bnNn

bn
0

dξ = ar0ε
2
n

Nn∑

k=1

∣∣bnk − bnk−1

∣∣

6 ar0ε
2
n

Nn∑

k=1

α−1
∣∣ϕ (bnk )− ϕ

(
bnk−1

)∣∣

6 Nnar0α
−1ε3n 6 C̃εn,

where C̃ = ar0C/α. Consequently, the loss in norm up to
time bnNn

is

r0 − r
(
bnNn

)
=

n∑

k=0

∣∣r
(
bk0
)
− r
(
bkNk

)∣∣ 6 C̃

n∑

k=0

εn,

and, passing to the limit asn tends to infinity, we get

r0 − lim
t→∞

r(t) = r0 − lim
n→∞

r
(
bnNn

)
6 C̃

∞∑

k=0

εn,

which can be made strictly less thanr0. In such a case,
limt→∞ r(t) = rf > 0 and by construction,Ω(z0) =
{rf} × [θ0, θf ]× {0} which is not a singleton.

4th and last step: fulfilling Assumption IV.1
The constructed trajectory violates Assumption IV.1 (switch
dwell-time). We show here that we can slightly modify this
trajectory so that it will respect the dwell-time on switches.
Notice that during a forward motion the commutation from
A5 to A4 involves only the use of switchu1. Thus, at every
switching timet2k, instead of switching back toA5 we can
switch toA8 using the switchu3. Sincex(t2k) ∈ kerA8, we
haveeτ A8 (x(t2k)) = x(t2k) for every positiveτ . Choosingτ
greater than the switch dwell-time shows that any forwardε2k-
motion can be made respecting Assumption IV.1. The reader
can easily check that the same can also be done for every
backwardε2k+1-motion. Consequently, we can assume that the
constructed trajectory satisfies Assumption IV.1. Even more,
by complicating somewhat the way we construct the trajectory,
each matrix of familyF can be employed in such a way that
Assumption III.7 (persistent activation) is satisfied.

Final remarks. It is easy to see that one can construct trajec-
tories of system (IV.1) whoseω-limit sets do not reduce to
a singleton, and which satisfy both the weak dwell-time and
the switch dwell-time assumptions. Such trajectories can be
constructed as soon as the number of cells in the converter is
greater or equal to three. When the number of cells is smaller
or equal to two, Proposition III.6 shows that the weak dwell-
time (Assumption II.7) is sufficient to insure the convergence
of the trajectories to zero.

A signal which satisfies the condition of dwell-time for
every mode (Assumption II.4) is contained in the set denoted
by Saverage[τD, N0] in [10], [13], [14]. Notice that the signal
in the above example can be adapted in such a way that it
belongs to the setSaverage[τD, N0]. So the dwell-time notion
introduced in [10], [13], [14] is weaker than ours but it does
not imply the convergence of the state to the origin.
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