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Abstract. In this paper optimal control for hybrid systems will be discussed. While defining hybrid systems as causal and consistent dynamical systems, a general formulation for an optimal hybrid control problem is proposed. The main contribution of this paper shows how necessary conditions can be derived from the maximum principle and the Bellman principle. An illustrative example shows how optimal hybrid control via a set of Hamiltonian systems and using dynamic programming can be achieved. However, as in the classical case, difficulties related to numerical solutions exist and are increased by the discontinuous aspect of the problem. Looking for efficient algorithms remains a difficult and open problem which is not the purpose of this contribution.

1. Introduction

In the automatic control area two kinds of dynamical systems have been separately considered: continuous time and discrete event systems depending on the nature of the variables. “Discrete variables” means variables taking their values in a discrete set and “continuous variables” means variables taking their values in a continuous set. The behavior of such entities is described by dynamical systems such as automata and differential equations respectively. Each of these systems has indeed specific analysis tools defined with discrete and continuous metrics. Physical systems do not have this strict separation and there is often more or less interaction between discrete and continuous variables. Think for example of threshold phenomena which change the continuous dynamic, or of a batch process including continuous dynamical systems. This intricate interaction is well-known in electromechanical systems where averaging methods are commonly used to approximate the behavior of such systems [1, 2].

The notion of hybrid dynamical systems appears in [3] where the necessity to develop a theory melting continuous and discrete signals is stressed. Today, it is admitted that hybrid systems are dynamical systems in which discrete and continuous variables interact. Generally speaking it can be said that the discrete part plays the role of the supervisor of the continuous part. When a discrete event occurs, it may change the continuous dynamic and thus discontinuities in the vector field and/or in the continuous state may appear. This leads to a non linear behavior even if the basis models are linear.

In the last decade, there has been a great interest in studying such systems with regard to their potential applications as well as to the theoretical point of view [4]-[10]. Despite an extensive effort, it appears that the wide class of hybrid systems excludes a unified approach but several theoretical frameworks according to the objectives and the task are more realistic [11]. It could be further added that the questions relevant to the continuous aspect deal more with the non smooth analysis and a poor discrete part. In other words, the control of the continuous dynamic is determined by a switching between continuous models [12]. On the other hand, verification tools, supervisory control and computer science are used in hybrid automata but generally with a poor continuous dynamic such as integrators [13].

In this paper, an optimization problem for hybrid systems is investigated. Hybrid systems are introduced essentially as causal and consistent dynamical systems and the purpose is to look for
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an optimal control law including discrete transitions and minimizing a given criterion. In [14], an approach mixing dynamic programming and Hamilton-Jacobi-Bellman equations is proposed to solve a hybrid optimal problem. A comment on this paper related to the proposed hysteresis example shows that the analytical solution can be calculated using the Maximum Principle and explains the numerical difficulties that can often be encountered in the optimal control of Hybrid Systems [15]. A stochastic point of view is expressed in [16, 17].

This paper is organized as follows: In section 2, after a brief description of optimal control problems, the Maximum Principle which states necessary conditions of optimality is recalled. Then a hybrid framework is proposed and a general hybrid optimal control problem is formulated. In this formulation all hybrid phenomena such as state jumps, switching dynamics and variable dimensions of the state space as well as autonomous and controlled events, are included.

Special attention is given to this problem and the main result shows that the Maximum Principle of Pontryagin yields to a complete set of necessary conditions to study hybrid optimal control problems. As smoothness requirement for continuous vector fields and boundary conditions are used, the result shows clearly how the discrete part interacts with the continuous one and avoids tedious explanations if no differentiability are met. Note that neither the existence of a solution nor algorithms to tract the solution are addressed in the paper.

In section 3, a simple hybrid control example is given to explain and to show how the necessary conditions can be applied using a mixed dynamic programming and Hamiltonian approach.

Readers familiar with the Maximum Principle of Pontryagin could go directly to section 2.2.

Notations: We denote by:
- \( q = \{1, \ldots, q\} \) an enumerate integer set,
- \( \bar{Y} \) the closure of \( Y \) in \( X \), for a given set \( Y \) in a space \( X \)
- \( \partial Y \) the boundary of \( Y \).

2. Optimal Control of Hybrid Systems: A Pontryagin approach

In this section, the Maximum Principle of Pontryagin (MP) [20] is presented as a tool which gets a complete set of necessary conditions for solving optimal control problems in hybrid systems framework.

2.1. Preliminary: the continuous case. Optimal control refers to the best way to force a system to change from one state to another.

Problem 1: Let us consider dynamical systems which can be represented by a differential equation on time interval \( [a, b] \) and initial conditions such as:

\[
\dot{x}(t) = f(x(t), u(t), t),
\]

\( x(a) = x_0 \) with state \( x(t) \in \mathbb{R}^n \), and control input \( u(t) \in U \) a subset included in \( \mathbb{R}^m \), \( f \) is given and the point \( x_0 \) is chosen within a given set \( S_0 \). Then the problem can be stated as follows:

choose \( x_0 \) and \( u \) so that the functional or cost function

\[
J = \phi(x(b), b) + \int_a^b L(x(t), u(t), t)dt
\]

is minimized, subject to the condition that the final state \( x(b) \) lies in a given set \( S_1 \).

Note that the final time \( b \) can be free. The cost function could reflect the consumption of energy, time and so on. Finally, and more generally, state constraints \( c(x(t), t) \geq 0 \) can be allowed. This will not be mentioned so as to avoid a tedious explanation. However readers may consult the following references about optimal control [21, 22, 23].

In many cases, optimal control problem can be viewed as the classical calculus of variations but there is no equivalence due to smoothness requirements of the calculus of variations. When Pontryagin introduced the Maximum Principle, he explained that "the calculus of variations offers
no solutions for a whole range of problems of importance for modern technology”. He mentioned in particular that the case of a closed control domain cannot meet Weierstrass’s condition which occurs in the calculus of variations. So, as it is often the case, optimal controls taking values at the boundary ∂U (bang bang control) are not tractable with the calculus of variations.

Nowadays, progress in non-smooth analysis gives rise to an extended version of optimization problems in which the consideration of non-differentiability can be expressed, see [24].

Now, the following assumption is made,

**Assumption (A₀)**

i. The control domain U is a bounded subset of \( \mathbb{R}^m \).

ii. The vector fields \( f(x, u, t) \) and \( L(x, u, t) \) are continuous functions on the direct product \( \mathbb{R}^n \times U \times [a, b] \) and continuously differentiable with respect to the state variable and the time variable.

iii. The boundaries \( \partial S₀, \partial S₁ \) are described by a set of continuously differentiable equality constraints \( \partial S₀ \equiv \{ x, t : C_i(x, t) = 0 \} \) and \( \partial S₁ \equiv \{ x, t : C_i(x, t) = 0 \} \) where \( C_i : \mathbb{R}^n \times [a, b] \rightarrow \mathbb{R}^n, (r_i < n) i = 0, 1 \).

iv. \( \phi \) is continuous and continuously differentiable.

**Necessary condition: The Maximum Principle (smooth version) [20]**

Define the Hamiltonian function as

\[
H(p₀, p(t), x(t), u(t), t) = p^T(t)f(x(t), u(t), t) - p₀L(x(t), u(t), t)
\]

and the Hamiltonian system as

\[
\dot{x}(t) = \frac{\partial H}{\partial p}(p₀, p(t), x(t), u(t), t)
\]

\[
\dot{p}(t) = \frac{\partial H}{\partial x}(p₀, p(t), x(t), u(t), t)
\]

where \( p₀ \) is a positive constant \( (p₀ \geq 0) \). It can be noted that (2.4) is equivalent to (2.1).

**Theorem 2.1.** If \( u^*(\cdot) \) and \( x^*(\cdot) \) are respectively an admissible optimal control and the corresponding trajectory for the problem 1 with assumption A₀, then there exists an absolutely continuous curve \( p^*(\cdot) \) and a constant \( p₀^* \geq 0 \), \( (p₀^*, p^*(\cdot)) \neq (0, 0) \) on \( [a, b] \), such that the uplet \( (p₀^*, p^*(\cdot), x^*(\cdot), u^*(\cdot)) \) satisfies the Hamiltonian system (2.4)-(2.5) almost everywhere as well as the following maximum conditions:

for almost all \( t \in [a, b] \),

\[
H(p₀^*, p^*(t), x^*(t), u^*(t), t) = \sup_{u \in U} H(p₀^*, p^*(t), x^*(t), u, t)
\]

there exists a vector \( \pi^*_a \) such that:

\[
p^*(a) = \frac{\partial C^*_a}{\partial x}(x^*(a), a)\pi^*_a
\]

\[
H^*(a) = -\frac{\partial C^*_a}{\partial x}(x^*(a), a)\pi^*_a
\]

there exists a vector \( \pi^*_b \) such that:

\[
p^*(b) = -p₀^*\frac{\partial G}{\partial x}(x^*(b), b) + \frac{\partial C^*_b}{\partial x}(x^*(b), b)\pi^*_b
\]

\[
H^*(b) = p₀^*\frac{\partial G}{\partial x}(x^*(b), b) - \frac{\partial C^*_b}{\partial x}(x^*(b), b)\pi^*_b
\]

**Remark 2.2.**

1. The terms ”almost everywhere” or ”almost all \( t \)” can be omitted if the control is restricted to the class of piecewise continuous control functions. Then conditions (2.4)-(2.5) hold everywhere except perhaps for a finite number of points but at those points the one-sided limits exist and are equal [25].

2. In most applications \( p₀ \neq 0 \), in which case one may take \( p₀ = 1 \) (normalization).
(3) (2.7)-(2.8) are called the transversality conditions. It express that the Hamiltonian and the costate must be transverse to the constraint.

(4) If f and L are independent of t, then H is constant along an optimal trajectory.

The trajectories that satisfy (2.6), (2.7) and (2.8), are called extremal. These conditions provide a set of candidates for optimal control but say nothing about the existence question. This is why the MP assumes that an optimal control exists. In addition a non empty set of candidates without any solution can exist.

2.2. Switched-Hybrid optimal control.

2.2.1. A Class of hybrid systems. In order to bring up discrete phenomena into the continuous dynamics, a controlled-autonomous hybrid system in accordance with the terminology used by Branicky [14] may be defined as follows:

For a given finite set of discrete state \( Q = \{1, \ldots, Q\} \), there is an associated collection of continuous dynamics defined by differential equations

\[
\dot{x}(t) = f_g(x(t), u(t), t)
\]

where

- \( q \in Q \)
- the continuous state \( x(\cdot) \) takes its values in \( \mathbb{R}^{n_q} \) (\( n_q \in \mathbb{N} \)),
- the continuous control \( u(\cdot) \) takes its values in a control set \( U_q \) included in \( \mathbb{R}^{n_u} \) (\( n_u \in \mathbb{N} \)).
- the vector fields \( f_q \) are supposed defined on \( \mathbb{R}^{n_q} \times \mathbb{R}^{n_u} \times [a, b], \forall q \in Q \).

Here, \( f_q, q \in Q \) meets classical hypothesis that guarantee the existence and uniqueness of the solution (i.e. \( f_q \) is globally lipschitz continuous). Note that the state space as well as the control space depend on the discrete state \( q \) and have variable dimensions with respect to it.

The discrete dynamic is defined using a transition function \( \nu \) of the form:

\[
q(t^+) = \nu(x(t^-), q(t^-), d(t), t)
\]

with \( q(\cdot) \) the discrete state (\( q(t) \in Q \)) and \( d(\cdot) \) the discrete control \( d : [a, b] \to D \) where \( D = \{1, \ldots, D\} \) is a finite set. \( \nu \) is a map from \( X \times Q \times D \times [a, b] \) to \( Q \) where \( X \) is a subset of \( \mathbb{R}^{n_1+\ldots+n_d} \). More precisely, the set \( X \) takes the form:

\[
X = \bigcup_{j=1}^{Q} \{0\}^{\sum_{i=1}^{j} n_i} \times \mathbb{R}^{n_j} \times \{0\}^{\sum_{i=j+1}^{Q} n_k} \subset \mathbb{R}^{n_1+\ldots+n_d}.
\]

For convenience, we should have to replace \( x(t) \) in the above equation (2.10) by

\[
\dot{x}(t) = (0, \ldots, 0, x(t), 0, \ldots, 0) \in X
\]

with \( x(t) \in \mathbb{R}^{n_q(t)} \).

The discrete variable \( q(\cdot) \) is a piecewise constant function of the time. This mention is indicated by \( t^- \) and \( t^+ \) in (2.10) meaning just before and just after time \( t \).

The value of the transition function \( \nu \) depends on two kinds of discrete phenomena which can affect the evolution of \( q(\cdot) \): firstly, some changes in the discrete control \( d(\cdot) \) and secondly some boundary conditions on \( (x, t) \) of the form \( C_{(q,q')}((x(t), t) = 0 \) which modify the set of attainable discrete states. It is supposed that \( \forall (q, q') \in Q^2, C_{(q,q')} : \mathbb{R}^{n_q} \times [a, b] \to \mathbb{R}^{r_q} \), \( r_q < n_q \). These boundary conditions can represent thresholds, hysteresis, saturations, time delay between two switches, ... and refer to the manner the continuous dynamic interacts with the discrete part.

A set of jump functions

\[
x(t^+) = \Phi_{(q,q')}(x(t^-), t)
\]
which resets the continuous state when a discrete transition occurs from \( q \) to \( q' \) is also considered. For the remainder, we assume that the function \( \Phi_{(q,q')} : \mathbb{R}^{n_q} \times [a,b] \to \mathbb{R}^{n_{q'}}, \forall (q,q') \in Q^2 \) is sufficiently regular i.e. continuously differentiable.

Now starting from a position \((x_0,q_0)\), the continuous state \( x(.) \) evolves in \( \mathbb{R}^{n_q} \) according to the continuous control \( u(.) \) and the state equation \( \dot{x}(t) = f_{q_0}(x(t), u(t), t) \).

If at time \( t_1 \), \( x(.) \) reaches boundary condition \( C_{(q_0,q_1)}(x(t_1),t_1) = 0 \) and/or a change in the discrete control \( d(.) \) is produced which lead to a new discrete state \( q_1 = \nu(x(t^+_1), q_0, d(t_1), t_1) \) then the continuous state jumps in \( \mathbb{R}^{n_q} \) to \( x(t^+_1) = \Phi_{(q_0,q_1)}(x(t^+_1), t_1) \) and evolves with a new vector field \( f_{q_1}(x(t), u(t), t) \). And so on. Then, an hybrid trajectory on time interval \([a,b]\) can be viewed as the data of a piecewise constant function \( q(.) \) and a piecewise continuous function \( \dot{x}(.) \) in \( X \subset \mathbb{R}^{n_1+\ldots+n_{q_2}} \) obtained according to equations (2.9)(2.10) and (2.11).

Equations (2.9)(2.10) and (2.11) denote a hybrid system and must be understood as a causal and consistent dynamical system. It is causal in the sense that the knowledge of the state \((x(t), q(t))\) at given time \( t \) is sufficient to built the trajectory for future time \( t \). Consistence means unicity of the trajectory for a given admissible control and initial conditions. So, we do not deal with the well-posedness of the problem [26]. And we assume that the system is designed in such a way that it neither tolerates several discrete transitions at a given time nor zeno phenomena i.e. an infinite switching accumulation points.

This hybrid model covers a very large class of hybrid phenomena such as systems with switched dynamics, jumps on the states and variable continuous state space dimensional. It takes into account autonomous and/or controlled events.

For example, it is not difficult to see that this state representation can cover Branicky’s hybrid systems or hybrid automata. In the case of Branicky’s modelling, boundary conditions can be used to define the autonomous, controlled and destination sets. In the second case, let us consider the following hybrid automata (Figure 1) as an illustrative example.

![Figure 1. Hybrid Automata](image-url)
There are two one-dimensional systems for $q = 1$ and $q = 3$ and one two-dimensional system for $q = 2$. From $q = 1$, we can pass to $q = 2$ if the set condition $g_{12} : x \geq x_0$ is satisfied and the continuous state is reset according the jump condition $r_{12}$. For $q = 2$, we can see that $y$ is a counter which forbids a transition to the mode $q = 3$ as long as a time delay is not reached. Jumps to $q = 1$ from $q = 2$ or $q = 3$ are always allowed since the guards $g_{21}$ and $g_{31}$ are true.

Now, the discrete transition function $\nu$ can be described by the following (Table 1).

<table>
<thead>
<tr>
<th>$q^-$</th>
<th>$d = 1$</th>
<th>$d = 2$</th>
<th>$d = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q = 1$</td>
<td>$q^+ = 1$</td>
<td>if $g_{12} = \text{true}$ then $q^+ = 2$ else $q^+ = 1$</td>
<td>$q^+ = 1$</td>
</tr>
<tr>
<td>$q = 2$</td>
<td>$q^+ = 1$</td>
<td>$q^+ = 2$</td>
<td>if $g_{23} = \text{true}$ then $q^+ = 3$ else $q^+ = 2$</td>
</tr>
<tr>
<td>$q = 3$</td>
<td>$q^+ = 1$</td>
<td>$q^+ = 3$</td>
<td>$q^+ = 3$</td>
</tr>
</tbody>
</table>

For example, this table can be read as follows: If at a time $t$, the value of discrete control $d(t)$ is set to 1 from any discrete state $q(t^-) = 1, 2$ or 3 then a switch is produced to $q(t^+) = 1$ since this transition is always allowed from anywhere. A contrario, if $d(t)$ is set to 2 and the discrete state is $q(t^-) = 1$ the switch is only produced if the guard $g_{12}$ is true or when it will become.

2.2.2. Problem formulation. Consider a hybrid system (2.9)-(2.10) and (2.11) under the following assumptions:

- Assumption $A_0$ (see section 2.1) is supposed to be true for each subsystems (2.9)
- Assumption $A_1$: $\forall (q, q') \in Q^2$ the jump functions $\Phi_{(q, q')}(\cdot, \cdot)$ and the boundary constraint $C_{(q, q')}(\cdot, \cdot)$ are continuous and continuously differentiable.

Let $[t_0 = a, t_1, ..., t_i, ..., t_m = b]$ and $[q_0, q_1, ..., q_i, ..., q_m]$ (recall that $q_i \in Q$ and $b$ can be infinite as well as $m$ in this case) be the sequence of switching times and the associated mode sequence associated to the control $(u, d)(\cdot)$ on time interval $[a, b]$.

Thus, a hybrid criterion can then be introduced as:

\[
J(u, d) = \int_a^b L_q(t)(x(t), u(t), t)dt
\]

\[
= \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} L_{q_i}(x(t), u(t), t)dt
\]

where $q_i \in Q$. For all $q \in Q$, we assume that $L_q$ is defined and continuous on the direct product $\mathbb{R}^n \times U_q \times [a, b]$ and continuously differentiable in the state variable and in time. $L_q$ depends on the discrete state. So, different criteria associated with each mode are possible.

The optimal control $(u, d)(\cdot)$ is the control that minimizes cost function $J$ over time interval $[a, b]$.

In our case, the vector field and the integral criterion are not continuous that’s why the above necessary conditions are not adapted. The topic is now to derive necessary conditions about the optimal control and trajectory for which optimal switching times are included.

2.2.3. Necessary conditions. The MP [20] is a principle which can be applied to various optimization problems with different specific and technical conditions (boundary, free final time, constraints, etc.) [27]. Hence, according to the regularity assumptions on the data, several versions of MP can be stated. In our formulation (2.9), (2.10), (2.11) and (2.13) allow a direct use of a smooth version
of MP with an additional dynamic programming argument in order to consider discrete transitions. To this purpose, let us define the Hamiltonian function associated to each mode \( q \) as:

\[
H_q(p,p_0, x, u, t) = p^T f_q(x, u, t) - p_0 L_q(x, u, t)
\]

and the Hamiltonian system as

\[
\dot{x} = \frac{\partial H_q}{\partial p}, \quad \dot{p} = -\frac{\partial H_q}{\partial x}
\]

where \( p_0 \) is a positive constant (\( p_0 \geq 0 \)).

Now, we have the following theorem:

**Theorem 2.3.** If \((u^*, d^*)(\cdot)\) and \((x^*, q^*)(\cdot)\) are respectively an admissible optimal control and the corresponding trajectory for the problem \((2.9), (2.10), (2.11)\) and \((2.13)\), then there exists a piecewise absolutely continuous curve \( p^*(\cdot) \) and a constant \( p_0^* \geq 0 \), \((p_0^*, p^*(t)) \neq (0, 0)\) on \([a, b]\), so that:

1. the sextuple \((p^*, p_0^*, x^*, q^*, u^*, d^*)(\cdot)\) satisfies the associated Hamiltonian system \((2.15)\) almost everywhere \((a.e.)\)
2. at any time \( t \), the following maximum condition holds for \((p^*, p_0^*, x^*, q^*)(t)\):

\[
H_q^* (p^*, p_0^*, x^*, u^*, t) = \sup_{u \in U_q^*} H_q (p^*, p_0^*, x^*, u, t)
\]

3. at switching time \( t_i, i = 0, \ldots, m \), the following transversality conditions are satisfied: there exist a vector \( \pi^*_i \) such that

\[
p^*(t_i^+) = \left[ \left[ \frac{\partial \Phi_{(q_i-1,q_i)}}{\partial x}(x(t_i^-), t_i) \right]^T 0 \right] \nabla V_{q_i}(x(t_i^+), t_i) + \frac{\partial C_{(q_i-1,q_i)}}{\partial x}(x(t_i^-), t_i)^T \pi^*_i
\]

\[
H^*(t_i^-) = - \left[ \left[ \frac{\partial \Phi_{(q_i-1,q_i)}}{\partial x}(x(t_i^+), t_i) \right]^T 1 \right] \nabla V_{q_i}(x(t_i^-), t_i) - \frac{\partial C_{(q_i-1,q_i)}}{\partial t}(x(t_i^-), t_i)^T \pi^*_i
\]

with \( \nabla V_{q_i}(x(t_i^+), t_i) \) and \( \nabla V_{q_i}(x(t_i^-), t_i) \).

**Proof.** Consider the value function \( V_q(x, t) : \mathbb{R}^{nq} \times [a, b] \rightarrow \mathbb{R}^+ \) corresponding to the optimal cost starting from position \((q, x)\) at time \( t \) with the optimal control \((u^*, d^*)(\cdot)\) on \([t, b]\):

\[
V_q(x, t) = \int_t^b L_{q^*(\tau)}(x^*(\tau), u^*(\tau), \tau) d\tau
\]

with \( q^*(\tau^+) = \nu(x^*(\tau^-), q^*(\tau^-), d^*(\tau), \tau) \).

It is well known in the continuous case that the value function satisfies almost everywhere the Hamilton-Jacobi-Bellman equation that is:

\[
p_0^* \frac{\partial V}{\partial t} = H(-p_0 \frac{\partial V}{\partial x}, p_0^*, x^*, u^*, t) \ a.e.
\]

Let \( p^* = -p_0^* \frac{\partial V}{\partial x} \) so that along the optimal trajectory, we have

\[
p_0^* \frac{\partial V}{\partial t} = H(p^*, p_0^*, x^*, u^*, t) \ a.e.
\]

which means that the maximum principle can be used to solve the partial differential equations \((2.20)\) along with the extremal trajectories via the Hamiltonian system \((2.15)\).

Let \([t_0 = a, t_1, \ldots, t_i, \ldots, t_m = b]\) and \([q_0, q_1, \ldots, q_i, \ldots, q_m]\) be the optimal switching time sequence and mode sequence associated to the optimal control \((u^*, d^*)(\cdot)\) obtained from the initial position \((x_0, q_0)\). Consider the first time \( t_1 \) along the optimal trajectory where there is a value change in the discrete state \( q(t_1) \) and write the Bellman principle at this time:

\[
V_{q_0}(x_0, t_0) = \min_{\{w|_{(t_0, t_1)} \in U_{q_0}\}} \left\{ \int_{t_0}^{t_1} L_{q_0}(x, u, t) dt + V_{q_1}(x(t_1^+), t_1) \right\}
\]
with \( t_1, x(t_1^+) \) and \( q_1 \) such that

\[
(2.22a) \quad V_{q_1}(x(t_1^+), t_1) = \min_{d(t_1) \in D} V_{q_1}(x(t_1^+), t_1)
\]

where

\[
(2.22b) \quad q = \nu(x(t_1^-), q(t_1^-), d(t_1), t_1)
\]

\[
(2.22c) \quad x(t_1^+) = \Phi_{(q_0, q)}(x(t_1^-), t_1)
\]

Even if equation (2.21) can be sufficient for the demonstration, equations (2.22a) explain how the optimal discrete control \( d(t_1) \) is chosen: among the possibilities \( (D) \), \( d(t_1) \) must give the minimum of \( V \) from the next initial state \( (x(t_1^+, q_1)) \). This step uses a dynamic programming argument and are of importance for the optimization procedure.

If this first change in \( q \) is due to a boundary condition, we must add the associated constraint:

\[
(2.23) \quad C_{(q_0, q_1)}(x(t_1^-), t_1) = 0
\]

Now, looking at equation (2.21) as a simple continuous control problem on time interval \([t_0, t_1]\) with terminal cost function \( V_{q_1}(x(t_1^+), t_1) \) yields to the following (according to (2.6), (2.7) and (2.8)):

- the continuous control must satisfy the maximum condition,

\[
(2.24) \quad H_{q_0}(p_0, p^*(t), x^*(t), u^*(t), t) = \sup_{u \in U_{q_0}} H_{q_0}(p_0, p^*(t), x^*(t), u, t)
\]

- the following transversality conditions hold:

\[
(2.25) \quad p^*(t_1^-) = -p_0 \frac{\partial (V_{q_1} \circ \Theta_{(q_0, q_1)})}{\partial x}(x(t_1^-), t_1) + \left[ \frac{\partial C_{(q_0, q_1)}}{\partial x}(x(t_1^-), t_1) \right]^T \pi^*_1
\]

\[
(2.26) \quad H^*(t_1^-) = p_0 \frac{\partial (V_{q_1} \circ \Theta_{(q_0, q_1)})}{\partial t}(x(t_1^-), t_1) - \left[ \frac{\partial C_{(q_0, q_1)}}{\partial t}(x(t_1^-), t_1) \right]^T \pi^*_1
\]

with vector \( \pi^*_1 \) equals to zero if there is no boundary conditions and \( \Theta_{(q_0, q_1)}(x, t) = \left[ \begin{array}{c} \Phi_{(q_0, q)}^T(x, t) \\ t \end{array} \right]^T \). This results is directly obtained applying equation (2.8).

As

\[
(2.27) \quad -p_0 \frac{\partial (V_{q_1} \circ \Theta_{(q_0, q_1)})}{\partial x}(x(t_1^-), t_1) = \left[ \begin{array}{c} \frac{\partial \Phi_{(q_0, q_1)}}{\partial x}(x(t_1^-), t_1) \\ 0 \end{array} \right] \nabla V_{q_1}(x(t_1^+), t_1)
\]

\[
(2.28) \quad -p_0 \frac{\partial (V_{q_1} \circ \Theta_{(q_0, q_1)})}{\partial t}(x(t_1^-), t_1) = \left[ \begin{array}{c} \frac{\partial \Phi_{(q_0, q_1)}}{\partial t}(x(t_1^-), t_1) \\ 1 \end{array} \right] \nabla V_{q_1}(x(t_1^+), t_1)
\]

with \( \nabla V_{q_1}(x(t_1^+), t_1) = \left[ \begin{array}{c} -p_0 \left[ \frac{\partial V_{q_1}}{\partial x}(x(t_1^+), t_1) \right]^T \\ -p_0 \left[ \frac{\partial V_{q_1}}{\partial t}(x(t_1^+), t_1) \right]^T \\ p^* T(t_1^-) - H^*(t_1^-) \end{array} \right]^T \) by (2.20).

we get equations (2.17) and (2.18). Repeating this from \( V_{q_1}(x(t_1^+), t_1) \) for next switching time yields to a complete set of necessary conditions.

\[ \square \]

**Remark 2.4.** Equations (2.17) and (2.18) must be obviously adapted according to the final and initial constraints under the state \((x, q)\) at time \( t = a \) and \( t = b \) (not specified in our case). See equations (2.7) and (2.8).

**Remark 2.5.** The notations (2.17), (2.18) imply : \( \pi^*_t \) must be equal to zero if \( t_i \) is a controlled switching time without boundary conditions.
Remark 2.6. As the state $x(\cdot)$, the costate $p(\cdot)$ should also be of different dimensions for different subsystems.

Remark 2.7. In practice many problems only require optimal solutions under fixed number of switchings and/or fixed order of active subsystems. As the above necessary conditions deal with a very large formulation of the optimal control problem, the total number of switchings and the order of active subsystems seem to be a priori unknown. However, it is possible to impose them as well as the switching time: it only depends on how the discrete transition function $\nu$ is specified. For example if one wants to impose the order of the active subsystems, the automata should be written in such a way that there is only the expected sequence. To specify the number of switchings, one has to write a tree with the good degree of depth. Moreover the boundary constraints can be used to impose the switching times.

Remark 2.8. In a classical optimal control problem, one may need to solve Boundary Value Problem (BVP). At this stage, it can be observed that the above necessary conditions may lead to a multi-stage BVP corresponding to the discrete transitions. Transversality conditions give just a relation between initial and final values of the Hamiltonian and of the costate at each switching times without any information about when these switches occur. In fact due to discrete dynamic, the key to compute the solution is dynamic programming. But the task can be very hard to practice since bifurcation in the trajectory must be taken into account each time a discrete transition is allowed i.e. in the regions of the state space and time space for each subsystems. In addition the degree of freedom in the trajectory at each switching time due to the choice of $\pi_i$ yields also to bifurcations.

Remark 2.9. In the case of switched system, when the dynamics can be described using a single system:
\[
\dot{x}(t) = \sum_{q=1}^{Q} \alpha_q(t) f_q(x(t), u(t), t) \in \mathbb{R}^n
\]
with $\alpha_q(t) \in \{0, 1\}$ and $\sum_{q=1}^{Q} \alpha_q(t) = 1, \forall t$. At any time, the active subsystem is selected via the values of the $\alpha_q$’s. Then the discrete transition function is degenerated to
\[
q(t^+| t) = \nu(x(t^-), q(t^-), d(t), t) \equiv d(t)
\]
with the discrete control set $D = Q$. In which case, the switching strategy must satisfy the following condition: at any time $t$, the following maximum condition holds for $(p^*, p_0^*, x^*, u^*, t)$:
\[
(2.31) \quad H_{q^*}(p^*, p_0^*, x^*, u^*, t) = \max_{q \in D} \sup_{u \in U_q} H_q(p^*, p_0^*, x^*, u, t)
\]
It means that the active subsystem at any time is the one which has the largest Hamiltonian function. This situation has been studied in [18, 19].

Remark 2.10. Note that we can take into account jump costs:
\[
(2.32) \quad \Psi_{(q,q')}(x, t)
\]
every time a discrete transition occurs in a straightforward way. To do this, we need only to add the cost $\Psi$ in (2.21) in order to determine new transversality conditions.

3. Illustrative example

Let’s focus again on the hybrid automata given in Fig 1. Our purpose is to illustrate how the previous necessary conditions can be used to get a solution. So we will choose a simple problem for which the solution can be easily tracted. The control problem we propose to solve is a time optimal control one.
In the case of time optimization cost function $J$ takes the form:

$$J = \int_a^b dt = b - a$$

with $L_q \equiv 1$ and $\phi_q \equiv 0$, for all $q$.

Starting from a position $(x, q)(0) = (0, 1)$, we want to reach position $x(b) = x_f$ for a non specified discrete state $q$ in a minimum transfer time. To do this, we assume the following:

- in $g_{12}$, $x_0 = 2$ and the constraint $C_{12}$ is equal to $C_{12}(x) = x - x_0 = 0$
- in $g_{21}$, $y_1 = 1$ and the constraint $C_{23}$ is equal to $C_{23}(x, y) = y - y_1 = 0$
- $x_f = 10$

At this point, it can be observed that the motion in the different modes can be characterized according to the following items (see Fig 1.):

- slow in mode $q = 1$
- fast in mode $q = 3$
- going to the left in mode $q = 2$

So the optimal trajectory is certainly obtained with a switch to mode $q = 3$. But as we start in mode $q = 1$, a penalty transition phase in mode $q = 2$ occurs yielding to a motion to the left during a minimum time interval of one second. Then it can be supposed that the optimal trajectory is obtained with three stages:

1. start with a control $u = 1$ in mode $q = 1$ until the boundary condition $x = x_0$ is reached,
2. switch to mode $q = 2$ with $u = -5$ during a the minimum time transfer (one second) in this mode
3. at last take the high way in mode $q = 3$ with a control to $u = 100$.

In order to prove this, we can define for each value of $q$, the associated Hamiltonian system, adjoint system and the jump functions with following table 2:

<table>
<thead>
<tr>
<th>Hamiltonian function</th>
<th>Adjoint System</th>
<th>Jump Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q = 1$</td>
<td>$H_1 = pxu - p_0$</td>
<td>$p_x = 0$</td>
</tr>
<tr>
<td>$q = 2$</td>
<td>$H_2 = pxu + py - p_0$</td>
<td>$\dot{p}_x = 0$, $\dot{p}_y = 0$</td>
</tr>
<tr>
<td>$q = 3$</td>
<td>$H_3 = px(x + u) - p_0$</td>
<td>$p_x = -p_x$</td>
</tr>
</tbody>
</table>

Observe that in both modes $q = 1$ and $q = 2$, the costate is constant since $\dot{p} = -\frac{\partial H}{\partial x} = 0$, $q = 1, 2$ and for $q = 3$, $\dot{p} = -p$.

At a jump time, we have the following transversality conditions which form a recursive rule between initial and final values:

The key to solve this problem is dynamic programming.

Starting from the end, observe that there are only modes $q = 1$ and 3 for which end point $x_f$ can be reached since in mode $q = 2$ the set of continuous control $\{-10, -5\}$ implies a decreasing motion.

So, if the trajectory is finishing in mode $q = 3$, as $p(.)$ is free at this time according to the maximum condition (2.16) we must choose a strictly positive value to $p(b)$ in order to guarantee
Table 3. Transversality conditions

<table>
<thead>
<tr>
<th>$q = 1 \rightarrow 2$</th>
<th>$q = 2 \rightarrow 3$</th>
<th>$q = 2 \rightarrow 1$</th>
<th>$q = 3 \rightarrow 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_x^- = p_x^+ + \pi_{12}$ if $x^- = 2$</td>
<td>$p_x^- = p_x^+$</td>
<td>$p_x^- = p_x^+$</td>
<td>$p_x^- = p_x^+$</td>
</tr>
<tr>
<td>$p_x^- = p_x^+$ if $x^- &gt; 2$</td>
<td>$p_y^- = \pi_{23}$ if $y^- = 1$</td>
<td>$p_y^- = 0$ if $y^- &gt; 1$</td>
<td>$H_1 = H_2$</td>
</tr>
<tr>
<td>$H_1 = H_2$</td>
<td>$H_2 = H_3$</td>
<td>$H_2 = H_1$</td>
<td>$H_3 = H_1$</td>
</tr>
</tbody>
</table>

that $x$ increases, $H_3 = 0$ and $(p, p_0) \neq (0, 0)$. In this case and while $q = 3$, the control takes value $u(t) \equiv 100$ since $p(t)$ keeps a constant sign.

A switch from $q = 2$ to $q = 3$ arises when in this mode 2 the value of counter $y$ is greater than 1. At this time, the following conditions must be respected:

\[
p_x^- = p_x^+ \\
p_y^- = \pi_{23} \text{ if } y^- = 1 \\
p_y^- = 0 \text{ if } y^- > 1 \\
H_2 = H_3
\]

If $y^- > 1$, then $p_x^- = p_x^+$ and $H_2 = H_3$ yield to:

\[
p_x^- > 0 \\
u^- = x + 100
\]

But (2.16) implies:

\[
u = -5 \\
x = -105
\]

From this, we can assume a switch cannot occur from mode $q = 1$ to $q = 2$ according to the associated transversality conditions:

\[
p_x^- = p_x^+ + \pi_{12} \text{ if } x^- = 2 \\
p_x^- = p_x^+ \text{ if } x^- > 2 \\
H_1 = H_2
\]

Indeed, if the switch is obtained when $x^- > 2$ then $p_x^- = p_x^+$ and $H_1 = H_2$ are incompatible with (2.16). In the second case, if $x^- = 2$, then an increasing motion implies $p_x^- > 0$ and (2.16), $u^- = 1$. Or $H_1 = H_2$ does not hold in this condition since it implies $p_x^- = -5p_x^+$.

Then, only a switch from $q = 2$ to $q = 3$ must be produced when $y^- = 1$.

With similar arguments, the following tree can be built (Figure 2).

This tree summarizes all the extremal trajectories ending in mode $q = 3$. In each location, we mention discrete state $q$, the continuous control and the transversality condition at the next switching time. Recursive information is used to determine the discontinuities of the costate, possibly the continuous state position and if the transition is compatible with the necessary conditions.

Now, it is not difficult to see that starting from position $(x, q)(0) = (0, 1)$ the unique trajectory ending in $q = 3$ is obtained by switching the first time $x(\cdot)$ hits $C_{12}$ and $C_{23}$ with respectively the control $u(t) \equiv 1, -5, 100$.

In the same way, there is one extremal trajectory which ends in the position $x_f$ in mode $q = 1$. It is obtained with no switch and $u(t) \equiv 1$. 
Now the optimal one depends on the value of $x_f$. In our case, the best trajectory is obviously the first one.

4. Conclusion

In this article, it has been shown that the MP approach can be used in order to get some necessary conditions in context of hybrid optimization problems. This point has been illustrated with an example. Avoiding the difficulties encountered in solving the HJB’s partial derivative equations, the Maximum Principle allows to build extremal trajectories using Hamiltonian systems. But the discrete dynamic yields to bifurcations in the continuous trajectory each time a transition is allowed. These bifurcations are obtained with the transversality conditions. So we must proceed as in dynamic programming by evaluating the cost function along the different branches of the tree to determine which ones are optimal. Even if the discrete state is finite, the number of branches can be infinite. This is a new and big difficulty encountered in hybrid optimization. Today, we have a much of interest to build efficient algorithms in this situation.
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