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Abstract— This paper compares three synthesis methods for
controlling a three-level three-cell dc-dc converter. Themain
contribution of this paper is to analyse different strategies: i)
The Passivity Based Control that uses the notion of average
model, ii) A stabilizing method in which a unique Lyapunov
function is introduced and iii) A new predictive control ap-
proach, which relies on the use of optimization procedures.

Index terms— Passivity Based Control, Stabilization, Predic-
tive control, limit cycle, neural networks.

I. I NTRODUCTION

Increasing the power of static converters is generally
obtained by increasing the voltage because of the efficiency
requirements. The studies and development carried out on
the capacitor clamped multicell converters over the past ten
years revealed excellent characteristics regarding the criteria
of the dc-dc converters [1], [2], [3].

The structure of the three-level three-cell dc-dc converter
searches to split the voltage constraints and to distributethem
on several switches of smaller ratings in series. Since the
number of discrete voltage values is directly related to the
number of commutation cells, a good approximation of the
particular waveform can be obtained. In opposing view, the
control of such a converter is more complex. Figure 1 shows
a converter, whose function is to feed a passive load (R-L).
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Fig. 1. The three-level three-cell dc-dc converter

Usually, in industrial applications this problem is solved
using the classical control theory [4], [5]. The methods and
techniques used in this paper will provide three approaches.
The first one uses a passivity based control, which is a con-
tinuous approach. The second one is a stabilizing approach
using the notion of the Lyapunov function. The last one is a
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new predictive approach over a stable limit cycle for affine
hybrid systems.

The present paper is organized as follows: In Section II
the physical model of the converter is presented. The Section
III is devoted to the modelling for control design. Section IV
contains a brief description of the control problem. In Section
V the three control strategies are detailed. Section VI shows
the simulation results. Finally, a short comparison between
these three methods is made in Section VII.

II. PHYSICAL MODEL OF THE THREE-LEVEL THREE-CELL

DC-DC CONVERTER

The circuit topology of the three-level three-cell dc-dc
converter is represented in figure 1. Three commutation
cells can be isolated, each one containing two switches that
operate dually thus one boolean control variableρr ∈ {0, 1}
with r = 1, 2, 3, is used to describe their position.ρr = 1
means that the upper switchTr1 is closed and the lower
switch Tr0 is open.ρr = 0 means that the upper switchTr1

is open and the lower switchTr0 is closed.
This system can be written as a hybrid system with the

state vectorx = [qc1, qc2, pL]T . qC1 and qC2 represent the
charge of each capacitor andpL the magnetic flux in the
inductance. The state equation is:
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where[VC1, VC2, iL]T are the voltages on the capacitors and
the current in the load.Rch is the resistance of the charge
andLch its inductance.C1 andC2 represent the capacitances
andE is a constant voltage source.

The following physical parameters corresponding to a
realistic case are used:

E = 1.5kV C1 = C2 = 40µF

Lch = 1mH Rch = 10Ω
(3)



III. M ODELLING FOR CONTROL DESIGN

A. Supelec: Passivity Based Control and Stabilisation Ap-
proach

The matrix representation of a switching system in stan-
dard PCH (Port Control Hamiltonian) formulation has the
following expression:

ẋ = [J(ρ) − R(ρ)]
∂H(x)

∂x
+ G(ρ)u (4)

x is the state vector,ρ is the control variable,J the skew-
symmetric interconnection matrix,R the symmetric dissipa-
tion matrix,H the energy stored in the system,G the power
input matrix.

If the constitutive relations of the storage elements are
linear, which is most often the case of power converters, the
Hamiltonian of the system is:

∂H (x, ρ)

∂x
= Fx = z (5)

whereF = FT > 0 and in the simple cases, it is a diagonal
matrix as in (1). Furthermore, the state equation is affine
with respect to boolean control variables[6].

Due to the fact that the state equation is affine with respect
to the boolean variable, the matricesJ(ρ), R(ρ) and G(ρ)
can be written as:

J(ρ)=J0+
pP
1

ρiJi, R(ρ)=R0+
pP
1

ρiRi, G(ρ)=G0+
pP
1

ρiGi (6)

whereρi are the components of the control vectorρ andp
is its dimension.

Equation (4), which fundamentally defines an exact state
representation for the switching system whose control vari-
ables are Boolean, can also be interpreted as its average
model provided that the same variables are considered as
continuous in the set[0, 1].

B. CRAN: Predictive control approach

The class of systems studied is assumed to be described
by the following affine differential equations:

ẋ = f (x) + g (x) ρ

y = h(x)
(7)

where x ∈ R
n represents the state,y ∈ R

p is the output
signal andρ is anm-dimensional vector that lives in a finite
set:

ρ ∈ U , {ρ1, ρ2, . . . ρN} ⊂ {0, 1}m, N ≥ 2 (8)

with f(x) ∈ R
n, g(x) = [g1(x), . . . , gm(x)] ∈ R

n×m, gi ∈
R

n, i ∈ −→m , {1, . . . , m} andh(x) ∈ R
m are assumed to be

functions ofx [7]. The control problem is to find a switching
policy so that the closed-loop system is internally stable,
andy is regulated (as close as possible) aroundy0. Due to
the physical nature of the switches, the switching frequency
will be bounded. Then steady state will correspond not to
an equilibrium point, but rather to an oscillating trajectory
around a fixed reference which can be a limit cycle.

Definition 1: A switching sequence is a finite or countable
ordered set of pairs of time and active subsystem

(T, I)s = {(t1, i1), (t2, i2), . . . , (ts, is)} (9)

where t0 ≤ t1 ≤ t2 ≤ . . . ts ≤ ∞ and each mode
ij ∈ {1, . . . , m} for j = 1, . . . , s, s ≤ ∞. T =
{t1, t2, . . . , ts},I = {i1, i2, . . . , is}

IV. T HE CONTROL PROBLEM

The aim here is to find methods for controlling the system
(1)-(2) with the following abilities:

(i) Minimize the oscillations at steady state.
(ii) To ensure robustness with regard to input voltage

changes and eventually to load changes.
(iii) To deal with a minimum commutation time due to the

physical components.
(iv) A control law with a simple implementation.
The system (1)-(2) is assumed to be fully observed. The

reference values will be:

VC10 =
2

3
E VC20 =

1

3
E (10)

leading to an optimal behaviour and a constant current in the
charge:

iL0 = 100A (11)

All the control laws described in the next section should
evaluate the following cases:

1) Start-up from zero initial conditions to the reference
as in (10)-(11), using nominal parameter values (3).

2) Response to input voltage variations. The converter is
initially in steady state when a step change of the input
voltage fromE = 1.5kV to E = 1.2kV is applied at
t = 0.01s and another step change is applied from
E = 1.2kV to E = 1.8kV at t = 0.02s.

There are also constraints in the commutation time of the
switchesTk,r, k = 1, 2, 3, r = 0, 1. An upper bound of
16kHz on the commutation frequency is assumed.

V. PROPOSED CONTROL APPROACHES

Three control strategies are investigated. Two of them are
based on an energetic approach using the notion of stability
or passivity. One is a predictive approach with a neural
network will be also analysed. While the passivity based
control (PBC) and the predictive approach are continuous,
the stabilizing method is directly discrete.

A. Supelec: Passivity Based Control

1) General method:PBC is known as an efficient con-
tinuous technique for the regulation of switching physical
systems that requires the knowledge of an average model.
The state equations are usually represented under a PCH
form[8].

The stages of the control synthesis:

• The control objective will be to make the observation
variable defined by the following prescribed reference:

y = y0 (12)



• Let x̃ be the error with

x̃ = x − x0 (13)

• Using this error vector instead of the original state
vector, the average model can be rewritten as:

˙̃x − (J − R)F x̃ = GE − [ẋ0 − (J − R)Fx0] (14)

• In PBC method a damping injection is performed by
adding some dissipation on the error vector, by means
of a matrix denoted byR1 (R1 > 0). Thus equation
(14) becomes:

˙̃x − (J − (R − R1))F x̃ =

= GE − [ẋ0 − (J − R)Fx0 − R1F x̃]
(15)

The right hand side of this first order ordinary differ-
ential equation has to be null in order to ensure an
asymptotic cancellation of the error.

• Finally, the PBC strategy leads to the following system:

ẋ0 − [J(ρ) − R(ρ)]Fx0 − R1F (x − x0) = GE (16)

y = y0 (17)

These two equations define the controller dynamics
under an implicit form (the variables are the control
ρ andx0).

2) Application to the three-level three-cell DC-DC con-
verter: In that particular case equation (12) imposes the state
vector completely so that the obtained controller is a static
state feedback. Equations (16) and (17) become:
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Finally under an explicit form, the equation of the con-

troller is:
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B. Supelec: Stabilizing Approach

1) General method:The approaches in the literature
which are based on Lyapunov function consider, in general,
lineary systems with0 as a common equilibrium point[9]. In
the case of power converters, each configuration may or may
not have a different equilibrium point and physical consid-
erations enable establishing a common Lyapunov function.

The control objective is expressed with the help of an ad-
missible reference, which is a value for the co-state variable
z0 = Fx0 which must satisfy the constraint:

0 = (J (ρ0) − R (ρ0)) z0 + G (ρ0)E (22)

if there is a ρ0 ∈ R
p, 0 ≤ ρ0i ≤ 1. According to the

properties of this equation and the respective dimension or
x and ρ, for one ρ0, the equilibrium point can be unique
or not, and forρ0 any point of the state space can be an
equilibrium point or not[10]. Also this value corresponds to
an equilibrium point for the average model.

For a functionV to be a Lyapunov function for a system in
a pointx0 it must be positive anywhere except inx0 and its
derivative must always be negative. The candidate Lyapunov
function has the following form:

V (x, x0) = 1
2 (x − x0)

T
F (x − x0) (23)

Because the matrixF is unique for all the modes of the
system,V is positive and continuous for everyx and it is
null only in x0. Its derivative depends on the control variable
and using (5) and (6) it can be expressed as following:

V̇ρ = − (z − z0)
T R (ρ) (z − z0)+

+

p∑

1

(z − z0)
T

((Ji − Ri) z0 + giu) (ρi − ρ0i)
(24)

Due to the fact thatR(ρ) is a non-negative matrix, the first
term is always negative, and because0 ≤ ρ0i ≤ 1 the sum
can be made negative by choosing an appropriate value for
eachρi. Multiple strategies can be envisaged for attaining
this goal. Further on, a minimum switching strategy will be
used, which consists in choosing a new value for the control
variable each time the trajectory hits the surface defined by
V̇ = 0[10].

Because this strategy requires an infinite bandwidth a
dead-zone is created with the help of a parameterǫ. The new
commutation surfaces are thus defined byV̇ = ǫ. The period
and the amplitude of the oscillations around the reference are
determined by this parameter.

2) Application to the three-level three-cell DC-DC con-
verter: When setting the admissible reference, in the case of
the multi-level converter, the state is completely defined,and
the values forρ0i are determined by solving equation(22).

Expression (24) becomes:

V̇ρ = − (iL − iL0)
2
Rch + (iLvC20 − iL0vC2) (ρ1 − ρ01)+

+ (iL0 (vC2 − vC1) + iL (vC10 − vC20)) (ρ2 − ρ02)+

+ (iL0vC1 − iLvC20 + E (iL − iL0)) (ρ3 − ρ03)
(25)

C. CRAN: Predictive control Approach

In this work a new scheme is proposed for control of the
system (7) using predictive methods and limit cycle analysis.
This proposal searches the modesI, the number of modess
and the duration of each modes. Thus, we will focus on the
problem of finding the optimal limit cycle, which minimizes
a cost function. This allows to select a waveform and to



characterize the steady state by a function (e.g., oscillations,
harmonics, error). The solution of the optimization problem
is used as the cycle of reference.

There is also the tracking problem of the optimal limit
cycle. For the problem of controlling a binary system (7),
techniques based on a predictive method can be used. It
consists in determining the best combination for arriving
to a stable limit cycle [3], [11]. Usually, this can be done
when a proper mathematical model is available. Using this
knowledge, an analysis can be made over a set and the
best possibility can be chosen. The methods and techniques
proposed in this work will provide a fast approach since a
neural network is used as a predictive method. Moreover,
this approach only requires evaluation of simple functions.

On the other hand, some restrictions on the commutation
time must be faced. In our method, this can be addressed
using an optimization procedure with constrains.

Indeed, a general computational scheme to control a
system with multiple binary inputs and multiple outputs is
presented. The analysis will be divided into two stages: i)
An open loop analysis, ii) Close loop analysis.

1) Open loop analysis:The problem of searching a limit
cycle is addressed using a performance indexJ . The aim is
to obtain the best sequence(T, I)s, 1 < s < smax. Although
J is a function which highly depends on the application, in
this article we are concerned by the least oscillation criterion
defined:

J(s, I, τ) = min
s,I,τ

s∑

j=1

‖ xj − x0 ‖L
Q (26)

where‖ · ‖L represents the L-norm forL = 1, 2,∞, Q is a
weighting matrix which in the case ofL = 2 is characterized
by Q = QT ≥ 0 and in the case ofL = 1,∞ is a full
column rank matrix,s is the number of modes in a sequence
according to definition 1,xj is the average value of the state
in the modeij and xref is the reference (10)-(11) for the
model, the duration of the modes are represented byτj =
tj+1 − tj , j = 1, . . . , s

The limit cycle has to be ensured using boundary condition
[12]:

x(t1) = x(tf ) (27)

This is a constraint on the state which defines the existence
of a cycle with a performance index (26). However, this is
not enough for most of the problems. The following time
conditions also need to be verified :

s∑

j=1

τj < Tp (28)

Equation (28) is a period constraint whereTp is a superior
border for the duration of the cycle. There are also constraints
due to the physical nature of the switches:

δk(tj) ≥ tmin|ρk(tj) − ρk(tj+1)| ∀j = 1, . . . , s

δ̇k(tj) = 1 ∀k = 1, . . . , N

δk(tj+1) = 0 if |ρk(tj) − ρk(tj+1)| 6= 0
(29)

The equation (29) is a boundary condition for the duration
of each modeij , wheretmin is a constant and represents the
minimum time allowed,δ is the elapsed time from the last
activation of the switch. The solution of system (7) with
the feasible sequence(T, I)s which solves the constrained
mathematical problem (26)-(27)-(28)-(29) is a candidate to
be used as the referenceR(t) in close loop.

We highlight that this sequence(T, I)s is far from being
useful if a proper characterization of the close loop behavior
is not made. Nevertheless it can be used as the reference
R(t), instead of using a constant value for the average model.

2) Close loop analysis:In this subsection, a brief descrip-
tion of the control formulation in close loop which guarantees
the robustness in the steady state and the performances in the
transitory regime will be presented. The predictive control
amounts to find the control sequence(T, I)s, minimizing a
performance index [11]:

min
I,τ

s∑

j=1

‖τj − τ∗

j ‖
L
Q + ‖x(tj) − R(tj)‖

L
Q (30)

The referenceR(t) is found using an open loop analysis
obtained as in the previous subsection. Although the formu-
lation (30) can be properly used for all the systems written
as (7). Thus, the solution of (30) is searched off-line and itis
interpolated using an artificial neural network model (ANN)
[13]. Then, we use an on-line ANN already trained, which
gives us the partition of the state space defining a sliding
mode with respect to the errorε [14].

Consider the vectorε as the input of the network:

ε(tj) =

[
R(tj) − x(tj)

τj − τ∗

j

]
(31)

the output of the net is given by:

oj = f

(
m+r∑

k=1

(
wjkf

(
n∑

h=1

vkhεh

)))
j = 1, . . . , m

(32)
wherewjk, vkh are the weights of the network. The dimen-
sion of the input layer corresponds to the number of state
variables to control. The output layer size is defined by the
number of configurations so that each node is associated with
one mode and with the times of the mode. The training data
for the network are the error vectorε andx(t) which is the
solution of (30). Different algorithms can be used to train
the ANN [13].

VI. SIMULATION RESULTS

In this section simulation results for the two tests proposed
in the section IV are presented. All the simulations have been
performed using Matlab-Simulink .

A. Supelec: Passivity Based Control

The following values for the damping parameters have
been used:ε1 = ε2 = 1 and ε3 = 2. A pulse width
modulation (PWM) at5KHz is used.
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1) Start-up of the converter:The figure 2 shows the
evolution of the currentiL. The duration of the settling time
is of 0.8ms and in the stationary regime the amplitude of
the oscillations is of about23%. Their amplitude is directly
related to the frequency of the PWM and can be reduced if
the frequency is higher. The smallest duration between two
succesive commtations of a control variable is of0.075ms
which corresponds to a frequency of13.3kHz, lower than
the 16kHz constraint.

As for the evolution of the capacitor voltages, there
is no overshot and the settling time is equal to0.7ms.
When the control is achieved, because the three Boolean
control variables have always the same values, there are no
oscillations of the capacitors voltages (cf. figure 2).

2) Input voltage variations:Figures 4-5 show the current
iL and the capacitor voltagevC1 and vC2. The control
objective (10)-(11) is accomplished. Furthermore there are
no oscillations ofvC1 andvC2, but there are oscillations for
iL. It can be noticed that these oscillations are proportional
to E and the maximum value of40% for their amplitude is
measured whenE = 1.8kV .
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Fig. 5. Capacitor voltages

B. Supelec: Stabilizing Approach

Different commutation principles have been tested, and
the one yielding the smallest commutation frequency is the
one where only one pair of switches is commuted in each
commutation instance. The parameterǫ is chosen so that the
oscillation frequency is as small as possible.

1) Start-up of the converter:The figures 6 and 7 show
the currentiL and the capacitor voltagesvC1 and vC2.
The control objective is achieved with a settling time of
0.7ms. All the three variables present oscillations around
the constant values (10)-(11), under20% for the current and
under10% for the voltages. For the maximal possible value
of ǫ (6000) the shortest duration between two consecutive
commutations of the same control variable is of0.057ms,
which corresponds to a frequency of17kHz.
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2) Input voltage variations:The figures 8 and 9 show the
results for this case. The main drawback is that the maximum
feasible value for the parameterǫ, when the input voltage
is E = 1.2kV , is less than1000, which gives a minimum
commutation frequency of around68kHz.

C. CRAN: Predictive Control Approach

For this approach an optimal limit cycle solving the
mathematical program (26) is found with:
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(33)

A periodTp = 3ms is imposed and the available modes are
shown in the table I

ij u1 u2 u3

1 0 0 0
2 0 0 1
3 0 1 1
4 0 1 0
5 1 1 0
6 1 1 1
7 1 0 1
8 1 0 0

TABLE I

TABLE OF MODES

A sequence(T, I)∗ is searched, forsmax = 7, with L = 2
and

Q =



1 0 0
0 2 0
0 0 10




the sequence is:

(T, I)∗ = {(0.0625ms, 1), (0.1733ms, 6)} (34)



It can be noticed, from equation (34) that the optimal
period which minimizes the oscillations isTp = 0.1733
ms. It is also verified that the commutation constraints
tmin = 1/16e3 = 0.0625ms for each switching component
is successful.

The equation (34) and the solution of the space state is
used as the reference for the close loop law with the ANN.
We use a back-propagation algorithm to train the ANN.

1) Start-up of the converter:Figure 10 shows the voltage
on the capacitors and the reference. Figure 11 shows the
current of the inductance and its reference. There are no
oscillations and no overshoot of the voltage on the capacitors.
As for the current, the overshoot reaches40% and the
amplitude of oscillations reaches20%.
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2) Input voltage variations:Figures 12 and 13 summarize
this test. The control objective is successful. As above there
are no oscillations of the voltage on the capacitors whereas
the amplitude of oscillations for the current is directly related
to the value ofE.
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Fig. 12. Voltage on the capacitors
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Fig. 13. Current in the charge

VII. C OMPARISON AND CONCLUSIONS

The method presented by CRAN and the passivity ap-
proach use a fixed sampling period, whereas the stabilizing
approach is a method with a variable switching frequency
leading to a more complex realisation. If a comparison in
term of performances is to be made, it can be observed
that the three approaches lead to similar results, but some
differences can nevertheless be observed.

Concerning the current in the load, the limit cycle is
reached after around1ms and the amplitudes of the oscilla-
tions are similar:24% in the passivity method,10% in the
stability approach and18% in the predictive approach. Con-
cerning the voltage on the capacitors, in PBC and predictive
approach no oscillation is observed. During the limit cycle

only two modes are available, corresponding to the three
lower switches open or closed whereas in stabilizing ap-
proach there are small oscillations. It can be also underlined
that the constraint concerning the limitation of frequency
commutation to16kHz is verified except for the stabilizing
approach (17kHz). Concerning the input voltage variation,
the main drawback of the stabilizing approach is that the
constraint related to the commutation frequency can not be
ensured (68kHz). For PBC, whenE = 1.2kV the maximum
commutation frequency for a switching component is equal
to 27kHz. To avoid this problem, the PWM frequency must
be reduced to2kHz but in that case large oscillations appear
for the current in the load (80%). In the predictive approach
this is easily addressed because the commutation time is a
constraint of the problem.

Finally the main difference between the three approaches
lies in the control design itself. So, it would be interesting to
test them on a real process in order to verify the feasibilityin
terms of time computation and the robustness to uncertainty
as for the modelling of the operative part.
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