Hybrid control of a three-level three-cell dc-dc converter
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Abstract— This paper compares three synthesis methods for
controlling a three-level three-cell dc-dc converter. Themain
contribution of this paper is to analyse different strateges: i)
The Passivity Based Control that uses the notion of average
model, ii) A stabilizing method in which a unique Lyapunov
function is introduced and iii) A new predictive control ap-
proach, which relies on the use of optimization procedures.

Index terms— Passivity Based Control, Stabilization, Predic-
tive control, limit cycle, neural networks.

new predictive approach over a stable limit cycle for affine
hybrid systems.

The present paper is organized as follows: In Section Il
the physical model of the converter is presented. The Sectio
[l is devoted to the modelling for control design. Sectidh |
contains a brief description of the control problem. In &ect
V the three control strategies are detailed. Section VI show
the simulation results. Finally, a short comparison betwee

these three methods is made in Section VII.
|. INTRODUCTION

Increasing the power of static converters is generally., PHYSICAL MODEL OF THE THREELEVEL THREE-CELL
obtained by increasing the voltage because of the efficiency DC-DC CONVERTER
requirements. The studies and development carried out on
the capacitor clamped multicell converters over the past te The circuit topology of the three-level three-cell dc-dc
years revealed excellent characteristics regarding tikerier converter is represented in figure 1. Three commutation
of the dc-dc converters [1], [2], [3]. cells can be isolated, each one containing two switches that
The structure of the three-level three-cell dc-dc convert@perate dually thus one boolean control varigiles {0,1}
searches to split the voltage constraints and to distritiien ~ with » = 1,2, 3, is used to describe their position. = 1
on several switches of smaller ratings in series. Since theeans that the upper switch.; is closed and the lower
number of discrete voltage values is directly related to thewitch 7, is open.p, = 0 means that the upper switdh
number of commutation cells, a good approximation of thés open and the lower switch,, is closed.
particular waveform can be obtained. In opposing view, the This system can be written as a hybrid system with the
control of such a converter is more complex. Figure 1 showstate vectorr = [q.1,qc2,pz]” . gc1 andgoo represent the
a converter, whose function is to feed a passive load (R-L)charge of each capacitor and, the magnetic flux in the
inductance. The state equation is:
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Fig. 1. The three-level three-cell dc-dc converter ir 0 0 Ll., PL

Usually, in industrial applications this problem is solvedwhere[Vc1, Voo, iz are the voltages on the capacitors and
using the classical control theory [4], [5]. The methods anthe current in the loadR,;, is the resistance of the charge
techniques used in this paper will provide three approacheand L.y, its inductanceC; andC5 represent the capacitances
The first one uses a passivity based control, which is a coand E is a constant voltage source.
tinuous approach. The second one is a stabilizing approachThe following physical parameters corresponding to a
using the notion of the Lyapunov function. The last one is gealistic case are used:

E =1.5kV
Lch =1mH

Cl = CQ = 40MF
R, =109
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[1l. M ODELLING FOR CONTROL DESIGN Definition 1: A switching sequence is a finite or countable

A. Supelec: Passivity Based Control and Stabilisation qurdered set of pairs of time and active subsystem

proach (T,1)° = {(t1,i1), (t2,72), ..., (ts,is)} (9)

The matrix representation of a switching system in stanihere o <t < ty < {. < oo and each mode

dard _PCH (Port Qontrol Hamiltonian) formulation has thez.j € {1,...m}forj = 1,858 < oo. T —
following expression: {t1,ta, .. ts b I = {i1,d9,... 05}
z=1[J(p) — R(p)]ag—f) + G(p)u (4) IV. THE CONTROL PROBLEM

The aim here is to find methods for controlling the system
(1)-(2) with the following abilities:
(i) Minimize the oscillations at steady state.

x is the state vectow is the control variable/J the skew-
symmetric interconnection matrixg the symmetric dissipa-

tion matrix, i1 the energy stored in the systedi,the power (i) To ensure robustness with regard to input voltage

Input matrix. changes and eventually to load changes.

If the constitutive relations of the storage elements are (iii) To deal with a minimum commutation time due to the
linear, which is most often the case of power converters, ﬂ}fhysical components

Hamiltonian of the system is: (iv) A control law with a simple implementation.

OH (z,p) The system (1)-(2) is assumed to be fully observed. The
oy~ fe=z (5)  reference values will be:
whereF = FT > 0 and in the simple cases, it is a diagonal Ve, = EE Ve,o = EE (10)
matrix as in (1). Furthermore, the state equation is affine 3 3
with respect to boolean control variables[6]. leading to an optimal behaviour and a constant current in the
Due to the fact that the state equation is affine with respegfarge: _
to the boolean variable, the matricdép), R(p) and G(p) iro = 1004 (11)

can be written as: All the control laws described in the next section should

evaluate the following cases:

Jp)=Jo+3 pidis  R(P=Ro+3 piRi, G(p)=Go+3 piGi  (6) eS -
! ! ! 1) Start-up from zero initial conditions to the reference

wherep; are the components of the control vecioandp as in (10)-(11), using nominal parameter values (3).

is its dimension. 2) Response to input voltage variations. The converter is
Equation (4), which fundamentally defines an exact state initially in steady state when a step change of the input

representation for the switching system whose control vari voltage fromE = 1.5kV to ' = 1.2kV is applied at

ables are Boolean, can also be interpreted as its average ¢ = 0.01s and another step change is applied from
model provided that the same variables are considered as FE =1.2kV to E = 1.8kV att = 0.02s.

continuous in the s€p, 1]. There are also constraints in the commutation time of the
switchesT}, ., £ = 1,2,3, » = 0,1. An upper bound of
16k H z on the commutation frequency is assumed.

The class of systems studied is assumed to be described
by the following affine differential equations:

B. CRAN: Predictive control approach

V. PROPOSED CONTROL APPROACHES

) Three control strategies are investigated. Two of them are
&= f(z)+g(z)p (7) based on an energetic approach using the notion of stability
y = h(z) or passivity. One is a predictive approach with a neural
network will be also analysed. While the passivity based
control (PBC) and the predictive approach are continuous,
the stabilizing method is directly discrete.

wherex € R™ represents the statg, € R? is the output
signal andp is anm-dimensional vector that lives in a finite
set:

A. Supelec: Passivity Based Control

£ 1} N >2 8

pEUS PPz} CLOLTN 2 (©) 1) General method:PBC is known as an efficient con-
with f(z) € R", g(x) = [91(2),...,gm(x)] € R"*™, g; € tinuous technique for the regulation of switching physical
R", i€ m £ {1,...,m} andh(z) € R™ are assumed to be systems that requires the knowledge of an average model.
functions ofz [7]. The control problem is to find a switching The state equations are usually represented under a PCH
policy so that the closed-loop system is internally stablegorm[8].
andy is regulated (as close as possible) aroypdDue to The stages of the control synthesis:
the physical nature of the switches, the switching frequenc , The control objective will be to make the observation

will be bounded. Then steady state will correspond not 10 yariable defined by the following prescribed reference:
an equilibrium point, but rather to an oscillating trajegto

around a fixed reference which can be a limit cycle. Y=o (12)



o Let z be the error with The control objective is expressed with the help of an ad-
missible reference, which is a value for the co-state véiab
zo = F'xg which must satisfy the constraint:

« Using this error vector instead of the original state 0= (J(po) — R(po)) 20+ G (po) E (22)
vector, the average model can be rewritten as:

T=x— I (a3

. if there is apg € RP.0 < po; < 1. According to the
T~ (J = R)FZ=GE — [io— (J — R)Fxo] (14) properties of this equation and the respective dimension or
and p, for one pgy, the equilibrium point can be unique
not, and forpy, any point of the state space can be an
equilibrium point or not[10]. Also this value corresponds t
an equilibrium point for the average model.

« In PBC method a damping injection is performed by"
adding some dissipation on the error vector, by mea
of a matrix denoted byR; (R; > 0). Thus equation

14) becomes: X : .
(14) _ S For a functionV’ to be a Lyapunov function for a system in
T—(J—(R—Ry1))FZ = a pointz, it must be positive anywhere except:ig and its
_ (15)  gerivat - :
= GE - [ig — (J — R)Fxo — R\ F7] derivative must always be negative. The candidate Lyapunov

function has the following form:
The right hand side of this first order ordinary differ-

T
ential equation has to be null in order to ensure an V(z,20) = 3 (x —20) F(x —20) (23)
asymptotic cancellation of the error.

Finallv. the PBC lead he followi _ Because the matri¥’ is unique for all the modes of the
« Finally, the strategy leads to the tollowing SyStemsystem,v is positive and continuous for eveny and it is

o — [J(p) — R(p)|Fzo — RiF(z — ) = GE (16) null only in z. Its derivative depends on the control variable
and using (5) and (6) it can be expressed as following:

= 17 .
= )y e - R -2+
These two equations define the controller dynamics P . (24)
under an implicit form (the variables are the control — + Z (z —20)" ((Ji = Ri) 20 + giu) (pi — poi)
p andxo). 1

2) Application to the three-level three-cell DC-DC con- Due to the fact thak(p) is a non-negative matrix, the first
verter: In that particular case equation (12) imposes the staterm is always negative, and because po; < 1 the sum
vector completely so that the obtained controller is a statican be made negative by choosing an appropriate value for
state feedback. Equations (16) and (17) become: eachp;. Multiple strategies can be envisaged for attaining
this goal. Further on, a minimum switching strategy will be

pP2—pP1 i . : X
0 0 0 = acio used, which consists in choosing a new value for the control
0 | B+ 0 0 I dc20 |+ variable each time the trajectory hits the surface defined by
P1L—p2 p2—p3s _ BRep P .
p3 C1 Ca Len Lo V= 0[10]
zo Because this strategy requires an infinite bandwidth a

eg 0 0 C% 0 0 qc1 — qc10 dead-zone is created with the help of a paramet&he new

0 e O 0 CL? 0 qo2 — qo20 | = 0 commutation surfaces are thus definediby= e. The period

0 0 e3 0 0 % PL — PLO and the amplitude of the oscillations around the referenee a

(18) determined by this parameter.
Finally under an explicit form, the equation of the con- 2) Application to the three-level three-cell DC-DC con-

troller is: I verter: When setting the admissible reference, in the case of
p1 = e, Je1 —4C10 Zeh | (19) the multi-level converter, the state is completely defirg]
Ci pro the values forp,; are determined by solving equation(22).
_ go2—qc20 Len L 20) Expression (24) becomes:
P2 = €2 o » P3 _ . N . .
2 L0 V, = —(ir —ir0)” Ren + (iLvo20 — irovez) (p1 — po1) +
ps=1 (lgﬁpL — e (qcrqc(;.?c) ac1o L#;) + (izo (voz —ve1) +ir (vero — vo2o)) (P2 — poz) +
ch 1 pPL.C . . . .
1 (. (¢c2—402.0) gon.c Loy caPL=PLO (21) + (uovm —irvco + F (ZL - ZLO)) (/73 - p03)
E C2 pL.C 37 Ten (25)
B. Supelec: Stabilizing Approach C. CRAN: Predictive control Approach

1) General method: The approaches in the literature In this work a new scheme is proposed for control of the
which are based on Lyapunov function consider, in generaystem (7) using predictive methods and limit cycle analysi
lineary systems witl) as a common equilibrium point[9]. In This proposal searches the modeshe number of modes
the case of power converters, each configuration may or maynd the duration of each modes. Thus, we will focus on the
not have a different equilibrium point and physical considproblem of finding the optimal limit cycle, which minimizes
erations enable establishing a common Lyapunov functiona cost function. This allows to select a waveform and to



characterize the steady state by a function (e.g., osoilisit The equation (29) is a boundary condition for the duration
harmonics, error). The solution of the optimization prable of each modé€;, wheret,,;, is a constant and represents the
is used as the cycle of reference. minimum time allowed) is the elapsed time from the last
There is also the tracking problem of the optimal limitactivation of the switch. The solution of system (7) with
cycle. For the problem of controlling a binary system (7)the feasible sequendd’, I)* which solves the constrained
techniques based on a predictive method can be used.mathematical problem (26)-(27)-(28)-(29) is a candidate t
consists in determining the best combination for arrivingpe used as the referené®t) in close loop.
to a stable limit cycle [3], [11]. Usually, this can be done We highlight that this sequendd, I)® is far from being
when a proper mathematical model is available. Using thigseful if a proper characterization of the close loop betravi
knowledge, an analysis can be made over a set and tisenot made. Nevertheless it can be used as the reference
best possibility can be chosen. The methods and techniquR& ), instead of using a constant value for the average model.
proposed in this work will provide a fast approach since a 2) Close loop analysisin this subsection, a brief descrip-
neural network is used as a predictive method. Moreoveton of the control formulation in close loop which guaraege
this approach only requires evaluation of simple functionsthe robustness in the steady state and the performancess in th
On the other hand, some restrictions on the commutatiaransitory regime will be presented. The predictive cantro
time must be faced. In our method, this can be addressgghounts to find the control sequen® 1), minimizing a

using an optimization procedure with constrains. performance index [11]:
Indeed, a general computational scheme to control a .
system with multiple binary inputs and multiple outputs is N || L L
. . . . . =T + ti)— R(t;
presented. The analysis will be divided into two stages: i) r?,lrnjz_; I =7 liG + lla(ts) (t:)lg (30)

An open loop analysis, ii) Close loop analysis.

1) Open loop analysisThe problem of searching a limit  The reference?(t) is found using an open loop analysis
cycle is addressed using a performance indeXhe aim is obtained as in the previous subsection. Although the formu-
to obtain the best sequenE, 1)°, 1 < s < s;uq2- Although lation (30) can be properly used for all the systems written
J is a function which highly depends on the application, iras (7). Thus, the solution of (30) is searched off-line andl it
this article we are concerned by the least oscillation goite  interpolated using an artificial neural network model (ANN)

defined: [13]. Then, we use an on-line ANN already trained, which
s gives us the partition of the state space defining a sliding
J(s,1,7) =min Y || T — 0 |5 (26) mode with respect to the errer[14].
»IT i3 Consider the vector as the input of the network:

where|| - ||* represents the L-norm fak = 1,2, 00, Q is a R(t;) — 2(t;)

weighting matrix which in the case df = 2 is characterized e(ty) = [ g } (31)
by @ = QT > 0 and in the case of. = 1,00 is a full T

column rank matrixs is the number of modes in a sequencdhe output of the net is given by:

according to definition 13; is the average value of the state e "

in the mode:; andz,.y is the reference (10)-(11) for the _ _ _ o

model, the duration of the modes are represented;by: =1 (Z (wjkf (Z vkh€h>>> J=d..,m

k=1 h=1

tj+17tj,j:1,...,8 (32)
The limit cycle has to be ensured using boundary conditiowherewy,, vy, are the weights of the network. The dimen-
[12]: sion of the input layer corresponds to the number of state

x(t1) = x(ty) (27) variables to control. The output layer size is defined by the

. . . ) _ number of configurations so that each node is associated with
This is a constraint on the state which defines the emstengﬂe mode and with the times of the mode. The training data

of a cycle with a performance index (26). However, this Sor the network are the error vecterand x(t) which is the

not gqough for most of the prgblems. The following tlmesolution of (30). Different algorithms can be used to train
conditions also need to be verified : the ANN [13]

ZTj <7 (28) VI. SIMULATION RESULTS
j=1

In this section simulation results for the two tests proplose
in the section IV are presented. All the simulations havenbee
performed using Matlab-Simulink .

Equation (28) is a period constraint whéfgis a superior
border for the duration of the cycle. There are also congsai
due to the physical nature of the switches:

Ok (tj) > tminlpr(t;) — pr(tjs1)] Vi=1,...,s A. Supelec: Passivity Based Control

oe(tj))=1 Vk=1,...,N The following values for the damping parameters have
Sk(tiz1) =0 if  |pr(t;) — pr(tji1)| # 0 been useds; = e; = 1 andez = 2. A pulse width
(29) modulation (PWM) atb K H z is used.
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Fig. 2. Current in the load Fig. 3. Capacitor voltages Fig. 6. Current in the load Fig. 7. Capacitor voltages
1) Start-up of the converterThe figure 2 shows the
evolution of the current;,. The duration of the settling time —_
is of 0.8ms and in the stationary regime the amplitude of Y r—

the oscillations is of abow3%. Their amplitude is directly  _ |
related to the frequency of the PWM and can be reduced . —\_ﬂf—
the frequency is higher. The smallest duration between tw .

succesive commtations of a control variable isOdi75ms e s
which corresponds to a frequency 3.3k H z, lower than ‘
the 16k H = constraint.

As for the evolution of the capacitor voltages, there
is no overshot and the settling time is equal Gams. L i
When the control is achieved, because the three Boolean?) NPUt voltage variationsiThe figures 8 and 9 show the
control variables have always the same values, there are ffpu!ts for this case. The main drawback is that the maximum
oscillations of the capacitors voltages (cf. figure 2). feasible value for the parameter when the input voltage

2) Input voltage variationsFigures 4-5 show the current IS £ = 1.2kV/, is less thanl000, which gives a minimum
i, and the capacitor voltagec; and ves. The control Commutation frequency of arourtdk [ z.
objectiye (10)—(11) is accomplished. Furthermpre_thee alc. CRAN: Predictive Control Approach
no oscillations ofvc1 andwvese, but there are oscillations for . . e .
ir. It can be noticed that these oscillations are proportional For th's_ approach an OP“ma' I|m|f[ cycle solving the
to F and the maximum value of0% for their amplitude is mathematical program (26) is found with:

Fig. 8. Current in the load Fig. 9. Capacitor voltages

measured whely = 1.8kV. —g—Ll 6—L1 0

: (i ] O % p%e| @
1 |

- R o=l 0 —Eu)"

] A period T}, = 3ms is imposed and the available modes are
| shown in the table |

Fig. 4. Current in the load Fig. 5. Capacitor voltages

B. Supelec: Stabilizing Approach

Different commutation principles have been tested, and
the one yielding the smallest commutation frequency is the
one where only one pair of switches is commuted in each TABLE |
commutation instance. The parametes chosen so that the TABLE OF MODES
oscillation frequency is as small as possible.

1) Start-up of the converterThe figures 6 and 7 show

the currenti;, and the capacitor voltagea-; and vcs. A sequencéT’, I)* is searched, fof,,a, = 7, With L = 2
The control objective is achieved with a settling time ofgng

O~NOUAWN RS
PRrRPPROOOOS

corkrRrRrROOS
orroorrof

0.7ms. All the three variables present oscillations around 1 0 0
the constant values (10)-(11), und¥% for the current and Q=10 2 0
under10% for the voltages. For the maximal possible value 0 0 10

of € (6000) the shortest duration between two consecutivghe sequence is:
commutations of the same control variable is00d57ms, '
which corresponds to a frequency Btk H z. (T, I)" = {(0.0625ms, 1), (0.1733ms,6) } (34)



It can be noticed, from equation (34) that the optimabnly two modes are available, corresponding to the three
period which minimizes the oscillations 5, = 0.1733 lower switches open or closed whereas in stabilizing ap-
ms. It is also verified that the commutation constraintproach there are small oscillations. It can be also undstlin
tmin = 1/16e3 = 0.0625ms for each switching component that the constraint concerning the limitation of frequency
is successful. commutation tol6k H z is verified except for the stabilizing

The equation (34) and the solution of the space state &pproach [7kH z). Concerning the input voltage variation,
used as the reference for the close loop law with the ANNhe main drawback of the stabilizing approach is that the
We use a back-propagation algorithm to train the ANN. constraint related to the commutation frequency can not be

1) Start-up of the converterFigure 10 shows the voltage ensured¢8kH z). For PBC, wherE = 1.2kV the maximum
on the capacitors and the reference. Figure 11 shows themmutation frequency for a switching component is equal
current of the inductance and its reference. There are ho27kH z. To avoid this problem, the PWM frequency must
oscillations and no overshoot of the voltage on the capacito be reduced t@% H = but in that case large oscillations appear
As for the current, the overshoot reachés% and the for the current in the load3(%). In the predictive approach
amplitude of oscillations reach@8%. this is easily addressed because the commutation time is a
constraint of the problem.

- Finally the main difference between the three approaches
IR lies in the control design itself. So, it would be interegtto

test them on a real process in order to verify the feasiiiity

/ terms of time computation and the robustness to uncertainty
/ as for the modelling of the operative part.
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