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Abstract— This paper gives sufficient conditions for pole-
clustering in LMI regions for a class of TS descriptor systems.
First, the class of TS descriptor systems under study is discussed
and it is shown to be generic. A strict LMI characterization
of pole-clustering is given. Using this new characterization,
the design of state-feedback controllers is proposed, in order
that the finite dynamics of the closed-loop system lie in a
specified LMI region. The design of observer such that the
state estimation error dynamics are in a specified LMI region
is also studied. Finally, an observer-based controller with pole
clustering constraint on the closed-loop system is proposed. A
numerical example illustrates the note.

I. INTRODUCTION

The Takagi-Sugeno (TS) model proposed by [7] is a well-
known method to represent nonlinear systems into several
linear fuzzy models. In the last two decades, the control
and observation of TS systems has become a challenging
problem that received a considerable amount of attention.
In [14], stability analysis and controller design is addressed,
solutions are derived in the LMI formalism. Relaxed suffi-
cient conditions for fuzzy controllers and fuzzy observersare
proposed in [9], and in [8] via a multiple Lyapunov function
approach.

The descriptor formalism is also very attractive for system
modeling, as pointed in [3], since it describes a wider classof
systems than usual systems, including physical systems with
non dynamic constraints (e.g. algebraic relations induced
in interconnected systems such as power transfer network
or water distribution network) or jump behavior. The en-
hancement of modeling ability is due to the structure of the
dynamical equation which encompasses not only dynamic
equations, but also algebraic relations. Strict LMI conditions
for stabilizationH∞ and H2 control of descriptor systems
are established in [13] and [4] respectively.

The TS representation has been generalized to descriptor
systems in [10], [11] and [12]. The stability and the design
of state-feedback controllers for T-S descriptors systems
(TSDS) are characterized via LMI in [10],[12], the particular
problem of nonlinear model following is treated in [12].
Robust output feedback, andH∞ control are considered for
TSDS in [5] and [17] respectively. The descriptor formalism
is used by [16] forH∞ control of time delay TS systems.

It is well known that the pole location cannot have the
same meaning for TS systems than in linear system theory,
in particular the stability of the each of the system verticeis
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not a sufficient condition for the stability of the polytopic
system, except if the Lyapunov matrix common for all
vertices [1]. A popular solution to deal with this restriction
is to seek a Lyapunov function to prove the stability of the
system. Nevertheless in the case of systems with different
operating modes, remaining in a given mode or a given
linear combination of modes for a sufficiently long time, the
linear meaning of pole location is recovered. In this case,
the stability is not secured during the switching time. In this
paper sufficient LMI conditions for finite pole clustering of
TSDS are established. The results are expressed in terms of
strict LMI conditions, i.e. without equality constraint, and
thus are highly tractable and reliable because round-off error
while evaluating the equality constraint are avoided [13].
The design of state-feedback controllers is derived from the
pole-clustering characterization. The case of uncertain TSDS
(constant but unknown activating functions) is envisaged
for state feedback. Using a similar method, the design of
observer, with pole clustering constraint of the estimation
error dynamics is proposed. Finally, estimation and state-
feedback control are combined to obtain an observer-based
controller for TSDS. The note is written in the continuous
time formalism, but the results can be applied to discrete
time systems, by choosing different LMI regions.

II. PROBLEM FORMULATION

In this section, we introduce the Takagi Sugeno descriptor
systems. This class of systems is defined by the following
algebraic differential equations, wherex(t) ∈ Rn is the state
variable,u(t) ∈ Rnu is the control input, andy(t) ∈ Rm is
the measured output.

N
∑

i=1

µi(z(t))Eiẋ(t)dt =

N
∑

i=1

µi(z(t)) (Aix(t)+Biu(t)) (1)

y(t) =

N
∑

i=1

µi(z(t))Cix(t) (2)

The weighting functions denotedµi(z(t)) are normalized
and verify the following properties

N
∑

i=1

µi(z(t)) = 1, 0 ≤ µi(z(t)) ≤ 1 (3)

Hereafter, it is assumed that the variablesz(t) are real time
available, and thus so are the weighting functionsµi(z(t)).

The matricesEi are of the formEi = ELĒiE
T
R , where the

matricesĒi ∈ Rr×r are invertible, and the matricesEL and
ER ∈ Rn×r are of full column rank. This class of matrices



Ei implies that all the subsystems(Ei, Ai) have the same
differential structure, but allows parameter variation which is
usually the case in physical systems. Moreover this approach
avoid the state augmentation made in [5], [10], [12], [15]
where the state vectorx(t) is augmented with its time
derivative, which can introduce impulsive mode (obviously,
the continuity of x(t) does not implies the continuity of
ẋ(t)).

Most of the previous works concerning TS descriptor
systems [5], [10], [12], [15] are based on the transformation
of (Ei, Ai, Bi, Ci) into (E∗

i , A∗

i , B
∗

i , C∗

i ). The system (1-2)
is then written under the pretended equivalent following form

E∗ẋ∗(t) =

N
∑

i=1

hi(z(t)) (A∗

i x
∗(t) + B∗

i u(t)) (4)

y(t) =

N
∑

i=1

hi(z(t))C∗

i x∗(t) (5)

wherex∗, E∗, A∗

i , B∗

i , C∗

i are given by

x∗ =

[

x
ẋ

]

E∗ =

[

In 0
0 0

]

A∗

i =

[

0 In

Ai −Ei

]

B∗

i =

[

0
Bi

]

C∗

i =
[

Ci 0
]

(6)

Unfortunately, this augmentation causes major drawbacks.
Unless the matricesEi are full rank (in other words, the
pencils-matrices(Ei, Ai) are not differential-algebraic, but
usual dynamic systems), the pencils-matrices(E∗, A∗

i ) are
necessary impulsive. Moreover the systems(E∗, A∗

i , C
∗

i )
are not impulse observable, and the condition for impulse
controllability of (E∗, A∗

i , B
∗

i ) is more restrictive than the
one concerning the original systems(Ei, Ai, Bi).

Proposition 1: The following statement are equivalent, for
i = 1, . . . , N :
(i) rankEi = n

(ii) the system(E∗, A∗

i ) is impulse free
(iii) the system(E∗, A∗

i , C
∗

i ) is impulse observable
The following statements are equivalent, fori = 1, . . . , N :

(iv) the system(E∗, A∗

i , B
∗

i ) is impulse controllable
(v) rank

[

Ei Bi

]

= n
Proof: (i) ⇔ (ii). It is known [3] that(E∗, A∗

i ) i =
1, . . . , N is impulse free if and only if

2n = rank

[

E∗ A∗

i

0 E∗

]

− rankE∗

= rank









In 0 0 In

0 0 Ai −Ei

0 0 In 0
0 0 0 0









− n (7)

which is obviously equivalent torankEi = n.
(i) ⇔ (iii). The impulse observability of(E∗, A∗

i , C
∗

i )
i = 1, . . . , N is is equivalent to [3]

2n + rankE∗ = rank

[

A∗T
i E∗T C∗T

i

E∗T 0 0

]

= 2n + rankET
i (8)

which is obviously equivalent torankEi = n.
(iv) ⇔ (v). The impulse controllability of(E∗, A∗

i , B
∗

i )
i = 1, . . . , N is equivalent to [3]

2n + rankE∗ = rank

[

A∗

i E∗ B∗

i

E∗ 0 0

]

= 2n + rank
[

Ei Bi

]

(9)

Impulsive terms in the time response of a descriptor system
may be highly detrimental for its operation. The impulse con-
trollability (resp. the impulse observability) is the ability to
cancel (resp. reconstruct) these undesirable impulsive terms.
As a result of the above proposition, if rankEi 6= n the
design methods based on the state augmentation introduce
impulsive terms which cannot be observed. Moreover the
impulse controllability of the original systems(Ei, Ai, Bi)
do not imply the impulse controllability of the systems
(E∗, A∗

i , B
∗

i ), since the condition(v) is more restrictive than

rank

[

Ai Ei Bi

Ei 0 0

]

= n + rankEi (10)

The previous considerations highlight that most of the results
concerning T-S fuzzy descriptor systems are not efficient
for algebraic-differential systems but mainly dedicated to
descriptor systems with withrankEi = n, which is very
restrictive. In such a case all the different systems must be
of the same order, despite one of the main interest in T-S
fuzzy singular systems is the ability to model systems with
different orders behavior.

The aim of this paper is to give some results concern-
ing the analysis, the control and the observation of TSDS
with different matricesEi without using the discussed state
augmentation.

III. LMI CHARACTERIZATION POLE CLUSTERING OFTS
DESCRIPTOR SYSTEMS

In this section, the concept ofD-admissibility is extended
to the TSDS. First, the definition of LMI region andD-
admissibility are recalled [2].

Definition 1: A subsetD of the complex plane is called an
LMI region if there exists a real symmetric matrixα ∈ Rp×p

and a matrixβ ∈ Rp×p verifying

α + βz + βz̄ < 0, ∀z ∈ D (11)
Definition 2: A descriptor system is calledD-admissible

if it is impulse free, and if its finite poles lie in the LMI
regionD.

The aim of this section is to give an LMI condition
characterizing theD admissibility of a TSDS. The input free
system (12) is governed by a polytopic matrix pencil with
vertices defined by the matricesAi andEi.

N
∑

i=1

µi(z(t))Eiẋ(t) =

N
∑

i=1

µi(z(t))Aix(t) (12)

To establish the characterization of theD-admissibility of a
TSDS, the characterization of theD-admissibility of an LTI
descriptor system is needed.



Lemma 1: [6] The input free LTI descriptor system
Eẋ(t) = Ax(t), whereE andA ∈ Rn×n, is D-admissible if
and only if there exists a symmetric positive definite matrix
P ∈ R

n×n and a matrixS ∈ R
(n−r)×(n−r) verifying

α ⊗ EPET + β ⊗ APET + βT ⊗ EPAT

+1pp ⊗ (AUSV T + V ST UT AT ) < 0 (13)

where1pp ∈ Rp×p denotes the matrix with all entries equal
to 1, and whereU andV ∈ Rn×(n−r) are full column rank
matrices composed of the base of the right null space ofEi

andET
i respectively.

A sufficient LMI condition for theD-admissibility of (12)
is now given.

Theorem 1:The input free TSDS (12) isD-admissible if
there exists a symmetric positive definite matriceP ∈ Rn×n

and a matriceS ∈ R(n−r)×(n−r) verifying the following
LMI for i = 1, . . . , N andj = 1, . . . , N

α

2
⊗ (EiPET

j + EjPET
i ) + β ⊗ AiPET

j + βT ⊗ EjPAT
i

+1pp ⊗ (AiUSV T + V ST UT AT
i ) < 0 (14)

where1pp ∈ Rp×p denotes the matrix with all entries equal
to 1, and whereU andV ∈ Rn×(n−r) are full column rank
matrices composed of the base of the right null space ofEi

andET
i respectively.

Proof: It is highlighted that common solutionsP and
S are looked after for all the LMI conditions. Assume there
exist P and S verifying (14) for i = 1, . . . , N and j =
1, . . . , N . Premultiplying each LMI byµi(z(t))µj(z(t)), and
summing theN2 obtained LMI, we have

α ⊗

(

N
∑

i=1

µi(z(t))Ei

)

P





N
∑

j=1

µj(z(t))Ej





T

+1pp ⊗
N
∑

i=1

µi(z(t))
(

AiUSV T + V ST UT AT
i

)

+β ⊗

(

N
∑

i=1

µi(z(t))Ai

)

P





N
∑

j=1

µj(z(t))Ej





T

+βT ⊗





N
∑

j=1

µj(z(t))Ej



P

(

N
∑

i=1

µi(z(t))Ai

)T

< 0

(15)

which implies the pole clustering of the finite dynamics of
(12) for all t.

IV. D-STABILIZING STATE FEEDBACK

In this section, the goal is to determine the gainsKk ∈
Rnu×n of the following control law

u(t) =

N
∑

k=1

µk(z(t))Kkx(t) (16)

in order that the closed-loop system (17) isD-admissible.

N
∑

i=1

µi(z(t))Eiẋ(t)dt =

N
∑

i=1

N
∑

k=1

µi(z(t))µk(z(t)) ((Ai

+BiKk)x(t)) (17)

The controller is designed by solving a set of strict LMI as
established in the following theorem.

Theorem 2:For a given LMI regionD, defined byα =
αT andβ, there exist a control law (16) such that the closed-
loop system (17) isD-admissible if there exist a symmetric
positive definite matriceP ∈ Rn×n, a non singular matrix
S ∈ R(n−r)×(n−r), matricesLk ∈ Rnu×(n−r) and Hk ∈
Rnu×(n−r), verifying the following LMI for i = 1, . . . , N ,
j = 1, . . . , N andk = 1, . . . , N .
α

2
⊗ (EiPET

j + EjPET
i ) + β ⊗

(

AiPET
j + BiLkET

j

)

+βT ⊗
(

EjPAT
i + EjL

T
k BT

i

)

+1pp⊗(AiUSV T+V ST UT AT
i +BiHkV T+V T HT

k BT
i ) < 0

(18)

where1pp ∈ Rp×p denotes the matrix with all entries equal
to 1, and whereU andV ∈ Rn×(n−r) are full column rank
matrices composed of the base of the right null space ofEi

andET
i respectively. The gainsKk are given by

Kk =
(

LkET
i + HkV T

) (

PEi + USV T
)−1

(19)

=HkS−1(UT U)−1UT
(

In − PER(ET
RPER)−1ET

R

)

+ LkER(ET
RPER)−1ET

R (20)
Proof: Assume there exist matricesP , S, Lk and

Hk, verifying the N3 LMI (18). Firstly, it is shown that
PET

i + USV T is invertible. MatricesĒi are invertible,
and matricesER and EL are of full column rank. As a
consequenceEiU = 0 and ET

i V = 0 imply ET
RU = 0

andET
LV = 0 respectively. Thus, we obtain

[

(ET
L EL)−1ET

L

(V T V )−1V T

]

[

EL V
]

= In (21)

The two matrices of the left side of (21) are inRn×n, and
are of full rank. Thus, each is the inverse of the other, and
we have

EL(ET
L EL)−1ET

L + V (V T V )−1V T = In (22)

which implies
(

EL(ET
L EL)−1(ĒT

i )−1(ET
RPER)−1ET

R

+V (V T V )−1S−1(UT U)−1UT (In

−PER(ET
RPER)−1ET

R)
) (

PET
i + USV T

)

= In (23)

in other words
(

PET
i +USV T

)−1
=EL(ET

LEL)−1(ĒT
i )−1(ET

RPER)−1ET
R

+V (V T V )−1S−1(UT U)−1UT (In−PER(ET
RPER)−1ET

R)
(24)

The gainsKk (20), are obtained by substituting (24) in (19).
One can verify that (20) impliesKkPET

i = LkET
i and

KkUS = Hk. SubstitutingKkPET
i and KkUS to LkET

i



and Hk respectively, in (18), multiplying byµk(z(t)), and
summing fork = 1, . . . , N the N obtained LMI, the LMI
condition (14) is obtained for(Ej , Ai + Bi

∑N

k=1 µkKk)
which achieves the proof.

In the framework of uncertain systems, i.e. when the
activating functions are constant but unknown, the state
feedback controller can be designed with a unique feedback
gain K, then the control law isu(t) = Kx(t). In this
case, common variablesH and L are looked after when
solving the LMI (20) which becomes, fori = 1, . . . , N and
j = 1, . . . , N ,

1pp⊗(AiUSV T+V ST UT AT
i +BiHV T+V T HT BT

i )

+β⊗
(

AiPET
j +BiLET

j

)

+βT ⊗
(

EjPAT
i +EjL

T BT
i

)

α

2
⊗ (EiPET

j + EjPET
i )<0 (25)

And the gainK is given by

K =HS−1(UT U)−1UT
(

In − PER(ET
RPER)−1ET

R

)

+ LER(ET
RPER)−1ET

R (26)

V. OBSERVERS DESIGN

In this section, the design of observers for TSDS is
addressed. The proposed observers are in TSDS form, and
are defined by

N
∑

i=1

µi(z(t))Ei
˙̂x(t)dt =

N
∑

i=1

µi(z(t))(Aix̂(t) + Biu(t)

+ Gi(

N
∑

j=1

µj(z(t))Cj x̂(t)−y(t)))

(27)

ŷ(t) =

N
∑

i=1

µi(z(t))Cix̂(t) (28)

The objective is to determine the gainsGi such that the state
estimation error is impulse free and that its finite poles lie
in the left half complex plane.

Theorem 3:The system (27-28) is an observer for (1-2)
if there exist a symmetric positive definiteP ∈ Rn×n, a non
singular matrixS ∈ R(n−r)×(n−r), matricesLj ∈ Rn×m

and Hj ∈ R(n−r)×m verifying the following LMI for i =
1, . . . , N , j = 1, . . . , N andk = 1, . . . , N .

AT
j (PEi + V SUT ) + (ET

i P + UST V T )Aj

+CT
k (LT

j Ei + HT
j UT ) + (ET

i Lj + UHj)Ck < 0 (29)

WhereU andV ∈ Rn×(n−r) are full column rank matrices
composed of the base of the right null space ofEi andET

i

respectively.
The observer gainsGj are given by

Gj =(ET
i P + UST V T )−1(ET

i Lj + UHj) (30)

=
(

In − EL(ET
L PEL)−1ET

L P
)

V (V T V )−1(ST )−1Hj

+ EL(ET
LPEL)−1ET

LLj (31)

Proof: The state estimation error, defined bye(t) =
x(t)− x̂(t), is governed by the following algebraic differen-
tial relation

N
∑

i=1

µi(z(t))Eiė(t)dt=
N
∑

i=1

N
∑

j=1

µij(z(t))(Ai+GiCj)e(t)

(32)
Whereµij(z(t)) = µi(z(t))µj(z(t)). The matricesEi andU
satisfyEiU = ELĒiE

T
RU = 0, andELĒi is of full column

rank, which implies :ET
RU = 0. Similarly,ET

i V = 0 implies
ET

LV = 0. Simple calculus leads to
[

(ET
RER)−1ET

R

(UT U)−1UT

]

[

ER U
]

= In (33)

In other words, we have

[ER U ]

[

(ET
RER)−1ET

R

(UT U)−1UT

]

=ER(ET
RER)−1ET

R +U(UT U)−1U

=In (34)

From which one can derive

I=
(

ET
i P +UST V T

)(

EL(ET
L PEL)−1(ĒT

i )−1(ET
RER)−1ET

R

+
(

I−EL(ET
LPEL)−1ET

LP
)

V(V T V )−1(ST )−1(UT U)−1UT
)

(35)

which can be written as
(

ET
i P+UST V T

)−1
=EL(ET

L PEL)−1(ĒT
i )−1(ET

RER)−1ET
R

+
(

I−EL(ET
L PEL)−1ET

L P
)

V (V T V )−1(ST )−1(UT U)−1UT

(36)

Assume that there exist matricesP , S, Lj andHj verify-
ing (29), and set

(ET
i Lj + UHj) = (ET

i P + UST V T )Gj (37)

Since the matrix(ET
i P +UST V T ) is invertible, determining

the matricesLj andHj definesGj , and we have

(AT
j + CT

k GT
j )(PEi + V SUT )

+(ET
i P + UST V T )(Aj + GjCk) < 0 (38)

Premultiplying (38) byµk(z(t)) and summing fork =
1, . . . , N , the following LMI are obtained

ÃT
j (PEi + V SUT ) + (ET

i P + UST V T )Ãj < 0 (39)

where Ãi =
∑N

k=1 µk(z(t))(Ai + GiCk). The LMI (39)
corresponds to (14) withα = 0 andβ = 1, in other words,
(Ei, Ãj) is D admissible, whereD is the left half complex
plane.

The equivalence between (30) and (31), established with
(36), proves that the gainsGj do not depend on the indice
i.

The result of the previous section can be applied to place
the finite poles of the equation governing the state estimation
error in a specified LMI region, by appropriately choosing
the gainsGk.

Theorem 4:for a given LMI regionD, defined by the
matricesα = αT and β ∈ Cp×p, the system (27-28) is an
observer for (1-2), with the state estimation error dynamic



located in D if there exist a symmetric positive definite
matrix P ∈ Rn×n, a non singular matrixS ∈ R(n−r)×(n−r),
matricesLj ∈ Rn×m and Hj ∈ R(n−r)×m verifying the
following LMI for i = 1, . . . , N , j = 1, . . . , N and k =
1, . . . , N .

1pp⊗
(

AT
j V SUT +CT

k HT
j UT +UST V T Aj +UHjCk

)

+β⊗
(

AT
j P +CT

k LT
j

)

Ei+βT ⊗ ET
i (PAj +LjCk)

+
α

2
⊗(ET

i PEj + EjPET
i ) < 0

(40)

WhereU andV ∈ Rn×(n−r) are full column rank matrices
composed of the base of the right null space ofEi andET

i

respectively.
The observer gainsGj are given by

Gj =(ET
i P + UST V T )−1(ET

i Lj + UHj) (41)

=EL(ET
L PEL)−1ET

LLj +
(

In − EL(ET
L PEL)−1ET

L P
)

V (V T V )−1(ST )−1Hj (42)
Proof: By duality, the proof is similar to the proof of

theorem 2, and thus omitted.
A minimal decay rate of the observer can be imposed by

choosing the appropriate LMI region. The left half plane
defined by{z ∈ C|ℜ(z) < −λ} is the LMI region defined
by α = 2λ andβ = 1.

Corollary 1: The system (27-28) is an observer for (1-2)
with a minimal decay rate ofλ if there exist a symmetric
positive definite matrixP ∈ R

n×n, a non singular matrix
S ∈ R(n−r)×(n−r), matrices Lj ∈ Rn×m and Hj ∈
R(n−r)×m verifying the following LMI for i = 1, . . . , N ,
j = 1, . . . , N , k = 1, . . . , N and l = 1, . . . , N .

(AT
j +λET

l )(PEi+V SUT )+(ET
i P +UST V T )(Aj +λEl)

+CT
k (LT

j Ei+HT
j UT )+(ET

i Lj+UHj)Ck < 0 (43)

WhereU andV ∈ Rn×(n−r) are full column rank matrices
composed of the base of the right null space ofEi andET

i

respectively.
The observer gainsGj are given by (31).

VI. OBSERVER-BASED CONTROL

In this section, a control law is derived from the state
estimation given by the observer (27-28). The control input
is defined by

u(t) =

N
∑

j=1

µj(z(t))Fj x̂(t) (44)

Substituting (44) in (1), and defining and augmented state
vector by xT (t) = [xT (t) x̂T (t)], the closed-loop system
can be rewritten as an augmented system given by

N
∑

i=1

µi(z(t))Eaiẋ(t)=

N
∑

i=1

N
∑

j=1

µij(z(t))µj(z(t))Aaix(t)

(45)

y(t) =
N
∑

i=1

µi(z(t))
[

Ci 0
]

x(t) (46)

with

Eai =

[

Ei 0
0 Ei

]

Aai =

[

Ai BiFj

−GiCj Ai + GiCj + BiFj

]

(47)
Pre-multiplying (45) byT1, and defining the new augmented
statexa(t) defined

T 1 =

[

In 0
−In In

]

xa(t) =

[

x(t)
x̂(t) − x(t)

]

(48)

the well-known separation principle is recovered, and the
closed-loop system becomes

N
∑

i=1

µi(z(t))Eaiẋa(t)=

N
∑

i=1

N
∑

j=1

µi(z(t))µj(z(t))Aaixa(t)

(49)

y(t)=

N
∑

i=1

µi(z(t))
[

Ci 0
]

xa(t) (50)

with

Aai =

[

Ai BiFj

−GiCj Ai + GiCj + BiFj

]

(51)

The finite spectrum of the closed-loop system is the reunion
of the finite spectrum of(Ei, Ai + BiFj) and (Ei, Ai +
GiCj). The determination of the gains of the observerGi

and of the control lawFj have been discussed in section
V and IV respectively. Solving the LMI (40) and (18) the
observer-based controller is designed.

VII. N UMERICAL EXAMPLE

Due to the space limitation, only the observer design is
illustrated. Consider the TSDS (1-2) defined by

E1 =





1 1 0
0 1 0
0 0 0



 E2 =





1 0 0
0 1 0
0 0 0





A1 =





−1 −2 0
2 −3 4
0 0 1



 A2 =





−1 −2 0
2 −2 2
0 3 1





B1 =





2 1
1 0
0 0



 B2 =





0 1
1 0
0 0





C1 =
(

1 1 0
)

C2 =
(

1 1 0
)

h1(z(t)) =
1 + tanh(u1(t)/15)

2
h2(z(t)) = 1 − h1(t)

The observer is designed to beD admissible withα = 10
and β = 1, in other words, with a minimum decay rate of
λ = 5.

P =





4.961 11.91 −30.08
11.91 37.79 −124.8
−30.08 −124.8 666.8



 S = −49.34

G1 =





−32.33
7.758
0.3228



 G2 =





−128.8
38.49
−1.689





The initial state of the observer̂x(0) = [−2 − 2 4], while
the initial state of the system isx(0) = [2 2 − 2]. Simulation



results are displayed on the figures 1, 2, 3. Each figure
displays the comparison of the state variable and its estimate.

VIII. C ONCLUSION

In this note, pole clustering in LMI regions for a class
of Takagi-Sugeno descriptor systems is characterized by
strict LMI. State feedback controller, full order observerand
observer-based controller designs are derived. The determi-
nations of the parameters of the controllers and observer are
given in the terms of strict LMI. The results established in
this note are valid only for systems with slow variation of
the weighting functions.
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Fig. 1. Comparison ofx1(t) (dotted line) and̂x1(t) (solid line)
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Fig. 2. Comparison ofx2(t) (dotted line) and̂x2(t) (solid line)
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Fig. 3. Comparison ofx3(t) (dotted line) and̂x3(t) (solid line)


