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Abstract— Switching systems are a particular class of hybrid estimation. This paper presents a method for the determina-
systems. They are described by several operating regimes, called tion of the active mode of a switching system at any instant
modes, each of them being active under certain particular qing the measurement data (input and output) of the system.
conditions. When the switching mechanism is perfectly known, . . h
it is easy to handle such systems because the knowledge of _Sectlon Il _mtrpduces the retained model for the represen-
the active regime at any moment is available. On the other tation of switching systems and states the problem under
hand, in the case where there is no information about the investigation. The results for the determination of thevact
switching mechanism, the situation is more complicated. In this  mode are presented in section lll. Conditions guaranteeing

configuration, itis difficult to carry out a fault diagnosis scheme 6 giscernability of the various modes are then formulated
or to synthesize a control law. This paper addresses the issue .

of the determination of the active mode at any moment, using " section IV. In order to illustrate the proposed methods, a

only the system’s input/output data. Conditions that guarantee academic example is shown in section VI .

the uniqueness of the determined active mode are also given.
Il. POSITION OF THE PROBLEM

|. INTRODUCTION Let us consider the system represented by equation (1):
The modeling of complex systems often leads to com- w(k+1) = A,z (k) + Bu (k)
plex non-linear models. To get rid of the obtained model's 1)
complexity, a widely used modeling strategy is to represent { y (k) = Cx (k)
the system’s behavior using a set of mod_els with simple r€R", w€R™, y€RP
structure, each model describing the behavior of the system .
in a particular operating zone. Within this modeling frame- pe €11,2,..., s}, s € N\{1}
work, hybrid models are very successful in representingg su&quation (1) represents a switching system withperating
processes. regimes or modes. The variables(-), y(-) and xz(-)

Hybrid models [1], [2] characterize physical processegespectively stand for the input, the output and the state
governed by continuous differential equations and discrebf the system. The switchings are introduced by means of
variables. The process is described by several operatittge system’s state matrix which takes its value in a finite
regimes, called modes, and the transition from one mode s@t A = {A;, 4y,..., As} which is a priori known. This
another is governed by a mechanism which depends on tf@mulation does not restrict at all the modeling of the
system’s variables (input, output, state) or externalaldeis switching system and the results presented in this paper can
(human operator for instance). be extended to the case where the matriBeand C' also

The global behavior obtained for the modeled completake different values. The variable., denotes the active
system is strongly related to the nature of the proceduraode at any moment. For example, if one has = i,
managing the transition from one mode to another. When thiec {1,2,..., s}, the system is said to be in the modlat
transition from one mode to another is abrupt, one obtainsthe instantk. We assume that the switchings are triggered
particular, but significant, class of systems namely switgh by unknown external variables and then, the mode sequence
models. This class of models is widely used because todk arbitrary and independent of the system'’s variable ¢inpu
for analysis and control of linear systems are well mastereglitput and state).
and, moreover, many real processes can be representeddmming from (1), we wish to recover the active mode (or
models belonging to this class. the value taken byu.y) at any moment, using only the

Research on switching systems is mainly focused in th&/stem’s input/output data on a finite observation window.
fields of identification [2]—[5], control [6], stability amgsis We introduce the following definitions:

[7] and state estimation [8], [9]. The knowledge of the mode

describing the evolution of the system at any moment, this Definition 1 (Path): A path x4 is a finite sequence of
mode being called active mode, is a crucial information thanodes: i = (1 -+ p2 - ... - pp). The length of a path
simplifies the application of the results coming from théas denoted|u| and forpu = (u1 - g2 - ...+ pp), one has
fields of identification, control, stability analysis andtet |u| = h. The set of all paths of length is denoted®y,.



i, is the infix of the pathu betweeni and j: pj; ;) =  where7, ; is a Toeplitz matrix defined by :
(i M1 oo ). 0 0
Definition 2 (Observability matrix):The  observability

. X ) CB 0
matrix O, », of a pathy € Oy, is defined as : -
wh = .
Cil CAp v Ay B CAy . Ay, B
. h—1 h—2
Ou,h = : (2)

CAth,—lAl"h—2 "'Aul 0 0
h—1 0 O
CB 0

In order to provide more explanation about definitions (1)

and (2), let us consider again the model of equation (1) Witﬁquation (4) can be written in a more compact way:
s = 2 (two modes). Table | shows the g8t of all paths of

(®)

length 3 for this system. Yienk — TunUk—n i = Opnx(k — h) (6)
T
TABLE | where Vi = (y(k) y(k—1) ... y(k—:ﬁ) )
SET OF ALL PATHS OF LENGTH3 andUk—p,k, = ( u(k) w(k—1) ... u(k—h) ) .
The relation (6) links on the time window the system'’s
Path ptoop? oot pdops o B input and output to the initial state(k — h) of the system
Hk—3 1 1 1 2 2 2 2 on the observation window.
[z 1 2 1 1 2 1 2 We introduce the following proposition:
Ph—1 11 2 1 1 2 2

Assumption 1:The observability matricesD, ; of the
pathsy generated on the observation wind@w— h, k] are

The pathp* (fifth column of table 1) describes a mode all of full rank: rank (O, ) = dim (z) = n,Yh > n
. k) = =n,Vh > n.

sequence in which the system is in mddat the timek — 3,

then syvitches into mod_é at k.* 2 r_:md stays in mod@. The existence of an integér, such that assumption 1 holds,
at the_ mztank — 1. In this conflgurat|o4n, the correspondingp 55 peen analyzed in [10] and is linked to pathwise observ-
path isp® = (1 - 2 - 2). For the patrp =(1-2-2),the  4pility that have been furthermore shown to be decidable.
observability matrices is defined as: Moreover, assumption 1 implies that all the paies A,,,)

C are observable for anyy,, u, € O,
CA, Using assumption 1, one can define a projection miafjx;,
Opt p = C Ay A,y () insucha way thaf), ,O, n =0, i.e. €, is selected as a
CAyAs Ay basis for the left null space @, ;.

o _ o ~ Next, residuals,, (-), independent of the initial state(k —
Definition 3 (Active path):On a finite observation h), to be used for detection of the active path on the
window [k — h, k], the active pathu™ is the one describing gpservation window can be defined as:
the true mode sequence on the observation window.
run(k) = QunYe—h e — T nUk—n k) (7

From definitions 1 and 3, the estimation of the active modgne r, ,(-) residuals depends only on the system’s input
at any moment is equivalent to the determination of the patind output and their calculation requires the preliminary
describing the true mode sequence on a finite observatigatermination of all matrice®,, ;..

window. For that, throughout the remainder of this paper, Theorem 1 (Active path determinatior)he active path

we will focus on the recovery of the active path on ary* describing the true mode sequence on a time window
observation window. [k — h, k] satisfies:

[1l. ACTIVE PATH DETERMINATION e n(k) = Que b YVi—nke — Ty nUk—px) =0 (8)

The determination of the active path can be formulated a]so recover the true mode sequence from the svstem’s
a recursive problem applied to a sliding window. On a time quence y

window [k — h, k], equation (1) can be written as: measurements, one can proceed in the following way:
Y ' « first, all the possible paths of lengthare built on the
y (k) u (k) time window [k — h, k]. This is equivalent to finding

Ounz(k—h)= ; —Tun all the matrices0,, 5.

Y (k - h) u (k - h) 1in fact, the existence of the projection matrix is linked te thbserv-
(4) ability of the system and to the length of the observationdeim [11].



« knowing the matricesO,, , the projection matrices  Definition 4 (Path discernability) Two pathsu' € ©,

Q, 5 are easily calculated. and p? € Oy, are discernible on an observation window
o from the matricesO,, and €, , one can form the [k—h, k] if their respective corresponding residuajs 5 ()

residualsr, (-) using the system’s measurements. andr, ,(-) are not simultaneously null when one of the
« the active path is recovered from the system’s measurgwo paths is active on the considered observation window.

ments by testing the residuats ,(-) magnitude and it

corresponds to the one which residual is equal to zertn order to establish the discernability conditions of two
different paths, let us consider two path$ € ©;, and
u? € O, on an observation windok — h, k]. We denote

It is easy to see that the enumeration of all paths on g:b_lh . (respectiverYk’,*jh ,) the output vector related to the
time WindOW[k‘—h, k‘] introduces a problem of combinative Systém when it undergoés the palh (respectivew’u?)' We
explosion related to the number of modes and the lengHyppose that at an instalntthe active path on the observation
of the observation window. Indeed, the number of reSidualﬁindOW is the patml_ This information being unknown, we
7u,h(-), 1 € Oy, to be calculated is equal & and quickly have to analyze the possibilities that the pathor the path
grows with the |engtfh+ 1 of the observation window and NQ are in adequacy with the System’s data. From (7), the
the numbers of modes. Then, the use of all paths on a timexpressions of the residuals: ;,(-) andr,2 ,(-) are given

A. On the number of path

window is awkward and computationally demanding. by

In practice, all pathg: € ©;, do not have to be considered

at every moment. When at a timg, the active path on { rutn(k) = Qi p ng—h,k = Tya nUk—n.k (9)
an observation windowk, — h, ko] is identified, it is not a2 n (k) = Q2 (Yenk = T2 nUs—nk

necessary to test thé residuals at the next instaht +1.  Since pl is assumed to be the active path
Only the pathg: € ©;, with infixes yux,+1-4,k,—1) identical  on  the observation window, and by definition

1 1 * 1 1
to the infix Ik t1—hko—1] of the prewou_sly recovered path Qi (quih p — T hUk_m) —0, equation (9) can
w* at kg are considered at the next instaky + 1. For b . . ’

. . e written as:

example, from table |, one can see that if at tilag the
recovered active path is the path = (1 - 2 - 1) (pathu?), i n (k) =0 )
then only the pathg = (2-1-1) (pathy®) andy = (2-1-2) P (k) = Qe (Y,;‘_h,k _ 7,L27,LU,€_,7,,,¢)
(path 17) have to be considered at the next stgp+ 1. )
Moreover, assuming that the minimum sojourn time in adding and taking awayY)' , . from the expression of
mode is greater than the length of the observation window,,» ,(-), one obtains: '
one can limit the number of generated paths by only con-

(10)

sidering paths that describe the mode sequence when the rut (k) =0 r 2
system remains in the same mode all over the duration of the T2 (K) = Q2 (Yléfh,k - Yk‘,h,k (11)
observation window, i.eu = (i - i -...i),7 € {1,2,...,s} Jrqu_zh’k — T Ui

In table 1, the pathg:! and .® describe the mode sequence

when the system remains respectively in madend 2 - n? _

all over the duration of the time window. Nevertheless, thAS ?y definition €2, (Y’“*h”‘f B T“Q’hUk_h’k> = 0, one
. . as:

reduction of the number of residuals comes at the expense i n(k) =0

of a delay in the estimation of the switching time from { v (k) = © (Y,f _ oy )

one mode to another. The recognition of the active path n2h wEh \Tk—hk T Th—hk

cannot take place as long as the switching instant is in thequation (12) clearly points out that the residual caladat

observation window. Thus, a maximum delay equals to th®r the pathp? (nonactive path) directly depends on the

length of the observation window exists. difference between the system’s outputs when the mode

Prior knowledge on the process such as “prohibited” switchsequence evolves according to the two patisand 12,

ing sequences or minimal time between two consecutiie system being excited by the same inputs in both cases.

switchings, can also help to limit the number of generateg we do not want the residuals,: , (k) and r,z , (k) to

residuals or paths to be considered. be simultaneously equal to zero, a necessary and sufficient

condition is:

12)

IV. PATH DISCERNABILITY

1 L2
In what follows, we are interested in the conditions Vi =Y p  No(Q2) (13)
guaranteeing the discernability of the various pathﬁ/here/\fr stands for the operator “right null space”.

enumerated on an observation window. These conditioRg,ys, the condition (13) has to be analyzed in order to deduce
ensure the uniqueness of the recovered active patiuring  {he giscernability conditions of paths and ;2.
the path recognition process. Discernability guarantbas t According to (4), one has:

two different modes never induce the system in the same )
dynamics on a finite time window. Vi e Y= (01— Opzpy) x(k — h) (14)
+(Turn = Tizn) Un—hok



wherex(k— h) is the value of the system’s state at the initialof the system described by equation (1). The only available

instant of the observation window. information on the noise is its maximum magnitude. No
One deduces from (14) after multiplication on the left byprobabilistic assumption is formulated on the probability
Q2 5 distribution of the measurement noise:
Qe (Vo = Y50 ) = 2 1O pa(k — 1) z(k+1) = A,z (k) + Bu (k)
+Q;J,Z,h (Ztl,h - ZLQ,h) Uk—h,k’ Y (k) =Cz (k) + n(k) (20)
. . _ (15) Vk, [n(k)| <68, §>0
If Y, — Yi', , belongs to the right null space 6t

one has: wheres is the bound of measurement noise magnitude.
_ In this situation, the residuat,- (), defined by (8) and
Q2,01 pr(k—h)+Q Tan—1, Ug—ni =0 _ Uk _ .
pe Ot i ) e (Burn = Tuzn) Ui (16) which corresponds to the active path on the time window
The relation is satisfied “for almost every initial state” (¥ — % ], is no more equal to zero. Indeed, the expression
«(k — h) if the following necessary and sufficient condition®f the residualr,. (-), using equation (7), becomes:

is satisfied:
Qs O s — T n(k) = Qe b Yienke — T nUk—h ke + Nie—nie) (21)
{ 21O =0

iz (Trn = Tz ) U= = 0 where the values taken by the measurement noise on the
Therefore, the pathg! andp? are not discernible on a time observation window/k — h, k| are stacked inVi_j ;. As

7

window [k — h, k] if the relations (17) are satisfied. Qe n (Ye—nk — Ty nUr—n1) = 0, One can write :
Theorem 2 (Path discernability)Two pathsy! and 2 of
a switching system are discernible on an observation window T h(k) = Qe n Nk k (22)

[k — h, k], “for almost every initial state’(k — h), if:
o S Using the bound of the measurement noise magnitude, we
Qi nOpn # 0, 6,5 €{1L,2} i # (18)  can define an interval residufd, - »(k)]:

or

Qui’h (,Tp‘j,hftz;ﬂ,h) Uk—h,k 7&0 7’5] € {172}77’7&J
(19)  where r,-, and 7, depends on the bound of the

[rpe n(R)] = (2 s T ] (23)

where Uy_j ;. is the vector containing the system’s inputmeasurement noise and are given by,: , = — Q- | US
stacked on the observation window. and 7, , = |-, Us, U being a column vector of length
The proof of this theorem directly comes from the precedingqyal to the number of column 6f,. ;, and all the elements
remarks. of U being equal tal.

When the paths:' and ;i are of the type(i, 4, ...,i), |n an interval context, the determination of the active path
i € {1,2,...,s}, theorem 2 is equivalent to the modesamounts to seeking the path that corresponds to an interval
discernability conditions formulated in [12]. residual including the value zero. This test can be perfdrme

Remark 1 (Dependency to the initial statélt - theorem  py calculating the sign of the product of the upper and lower
2, the expression “for a}lmost every initial state” holds @i pounds of each interval residuals,, ,(-)]. The interval
to the fact that the discernability of the paths cannot bgssidual [r..n(-)] associated with the active pajff is the

ensured for any initial state(k — h). In fact, for certain gne for which the sign of the product of its upper and lower
particular values ofc(k — h), the relation (16) is always pound is negative.

satisfied independently of the input sequentg_j, k.

For example, in the situation whew®,,: , has full rank,  penending on the evolution of the various operating

for z(k — h) = (Oul,h)T (‘b - (Tul,h - Tu2,h) Uk—h,,k)a regimes dynamics, it can happen that more than one interval
equation (16) is satisfied for every input sequebge;—n, residuals contains the value zero, this situation beinketin
where ¢ belongs to the right null space d?,., and to the path discernability and the bound of the measurement
((DMW)T is the pseudo-inverse @, j,. noise magnitude. In this case, one refrains from making any
decision on the active path. We have to consider this sitoati
from a looser point of view and we can only enumerate the
set of all possible active paths.

In section lll, the determination of the active mode at any
moment was carried out within a deterministic framework,
i.e. there were no noise on the system’s measurement. Now,

we assume the presence of a bounded noise on the outpu\tNe present here an academic example of a switching

2see remark 1 for the explanation of the expression “for almustye system. The S'mU|_ated system Is Characj[e.”ZEd bY three
initial state” modes and the matrices of the models describing the differen

V. DETERMINATION OF THE ACTIVE MODE IN NOISY
ENVIRONMENT

VI. ACADEMIC EXAMPLE



modes are: of residuals to be analyzed during the mode’s recognition
—0.211 0 0.691 0 process, one can consider only the paths describing the mode
A= ( 0 0.521 ) Az = ( 0 —0.310 ) sequence when the system remains in the same mode all over
the duration of the observation window. In this case, only
Ay = ( 0.153 0 ) the paths(1 - 1), (2 - 2), and(3 - 3) have to be considered.
0 0410 The time evolution of the residualg; .1y 4(-), 7(2.2).1(")
andr(z.3) ,(-) corresponding to the three previous paths is
illustrated on the graphics of figure 2. The graphics show

Fi 1 sh the inout(-). th DUt the stat that only one of the three residuals is null at every moment,
igure 1 shows the input(-), the outputy(-), the state except in a vicinity of the switching instants. The three

z(-) and the mode sequengg.). The vertical dashed lines residuals are not null in a vicinity of the switching instant

on the third graphic of figure 1 mark the time instants af ocause in this time window. none of the pattis- 1)
which switchings occur. The fourth graphic plots the mod?2 -2) and (3 - 3) associated respectively with the tr’wree

sequence described by the mode selection variaple For residualsr

; . . a-1,n(-)s T2 2),n(-) @ndrs. 3 »(-) matches the
!nstance,tpn lth? t'tr;'e ngg\n’ d% and[9, 17], the system active path. These situations highlight the occurrence of a
IS Tespectively in the modes and.=. mode switching and one has to investigate other residuals
associated to paths different frofh - 1), (2 - 2) and(3 - 3).

B=(2 -1)'c=(1 2) o

2L u(k) {  The exploration of other residuals must be combined with
ol | the process of reduction of the number of paths as explained
ot | in section
0 20 40 60 80
10 ¢ ' ' ' '
y(k)
O L

20 40 60 80

Fig. 1. Inputu(-), outputy(-), statex(-), mode sequencg,.) Fig. 2. Residuals ;. 1) (), r(2.2).4(") @ndres. 54 ()

As QO™ £ 0, pi, 1d € O, 1 # 1, O, being the set
of all paths of length2, the condition (18) of theorem 2 is
respected. Condition (19) is tested at every moment. If it i
not satisfied, no decision is taken concerning the recagniti
of the active path.

In order to perform the determination of the active path at

The mode sequence (first graphic of figure 3) and its es-
timation (second graphic of figure 3) while analyzing the
residuals are depicted on figure 3. The figure shows that the
mode sequence is exactly reconstructed.

every moment, we consider an observation window of lengt3 | | true m " | 7
3. The setO, of all paths of length2 on the observation 2}
window corresponds to the set of the nine paths in table I1 J . | | . l—
20 40 60 80 100
TABLE Il 2 i ‘ ‘ estimated 'uk ‘ ]
SET OF ALL PATHS OF LENGTH2 ) J | ‘ ‘ | I
Path P 20 40 60 80 100
7 11 3

Fig. 3. Mode’s recognition

The three graphics of figure 4 correspond to the obtained
As explained in section VI, in order to reduce the numbeinterval residuals in the case of the mode estimation in



a noisy environment. The performed simulation takes int3F |' | | | ' I—'—
account the presence of a bounded measurement noise 2 ] 1
the system’s output with a magnitude that is at least equal 'é I . . true i, . . ]
10 % of the magnitude of the system’s ouput. The bounds « 20 40 60 80 100
the interval residuals are represented on the three gmph? [ ' '
of figure 4. Indeed, one can see that only one of the threj [ . estimated ]
interval residuals containg at every moment, the index of gl ... , oo e e e e )
this interval residual corresponding to the active pathhan t 3¢ 20 40 60 80 100
time window. 2l | [ \ ]
1 - estimated H, :
0 L N N N N |
20 40 60 80 100

(1]

(2]

Fig. 4.

Interval residuals [3]
The results of the determination of the active mode argy
illustrated by figure 5. The first graphic of this figure
indicates the simulated (true) mode sequence. The seco Q
graphic is obtained while analyzing the membership of the
interval residuals regarding the value zero. Although the
modes are rather well detected, there are situations wher[gl
it is impossible to provide an estimate pf.) because more
than one interval residual contains the value zero value ok’
none of the three interval residuals contains the value.zero
This kind of situation, due to the measurement noise and tgg]
the fact that all possible paths on the observation window
are not considered in the analysis, is highlighted by point§9
with ordinate equal to zero on the second graphic of figure
5. The third graphic of figure 5 is obtained while testing the

coherence in the succession of the detected active paths[ﬁ

consecutive moments as indicated in section VI. One can
noticed a perfect reconstruction of the mode sequence. 1]

[12]

This paper proposed a method for the determination of the
active mode and the switching instants of a switching system
using only the system’s input and output data. We have
also derived discernability conditions regardless of @oie.
conditions that ensure the uniqueness of the recovered.mode

It will be of great interest to consider in future work the
situation where all the modes of the system are not prewousl
indexed. In this case, one does not have a complete knowl-
edge of all the operating regimes of the system. Therefore,

VIl. CONCLUSION

Fig. 5. Active mode recognition

it is necessary to simultaneously proceed to the detecfion o
not indexed modes and the estimation of their parameters.
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