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Abstract— System often has several operating modes that are unsupervised classification problem, if the different msde
controlled by the operator to follow a desired change or noth  are unknown, it is necessary to estimate simultaneously
the case of fault occurrence or change due to the environment model parameters and data partitioning in order to associat

of the system. The challenge is to be able to know the current . . . .
operating mode in order to apply the appropriate controls. to each model data that will allow its identification. To this

The aim of this work is to recognise the active mode at any €nd, in [9] and [10] the authors used Principal Component
time, and to estimate the switching time between modes. The Analysis while [11] and [12] use a least squares method.

proposed method is able to detect mode changes without the  The main contribution of the proposed method is to

knowledge of the model parameters characterising each mode o004 1o de changes without knowing the model parameters
An application in continuous casting illustrates the abilty to . .
detect a variation of a friction coefficient. characterising each mode. The number of operating modes
(described by so-called local models) as well as the model
l. INTRODUCTION structures describing each of these modes are krzogviori.

This communication addresses the problem of operatinghe method relies on the estimation of the parameters of a
mode recognition for systems represented by switched reglobal” model of the system, resulting from a multiplioai
gression models. These different models can either charagmbination of local models. The sensitivity analysis o th
terise normal or abnormal (e.g. when the system is subjegfobal model with regard the input/output variables then
to parametric fault) situations. Indeed, to get rid of theyrovides an indicator to detect changes in the operating
model complexity, a widely used modeling strategy consisigode.
to represent the system behaviour using a set of models withat first the method is presented using a simple static
a simple structure, each model describing the behaviour g{ogel without noise. Then, the noise affecting the output
the system in a particular operating zone. Switched regregieasurements is taken into account. Finally, the proposed
sion models characterise systems governed by continuQygthod is applied on a simplified simulated model of a
differential (continuous time) or difference (discretend) continuous casting mold in order to detect the variation of
equations and discrete variables. The system is described b friction coefficient. This detection is of prime interest a

several operating regimes, called modes, and the tramsitighe friction coefficient characterises a sticking phenoomen
from one mode to another is governed by a discrete evegitween the solidified steel and the mold.

which occurrence depends on the system variables (input,
output, state) or external variables (human operatort)faul
If the operating mode change results from a controlled or [I. METHOD PRINCIPLE
measured event, at any time, the operating mode is directly
known. If the models are nat priori known, based on the A. System model
knowledge of the inputs/outputs of the system acquired when
it operates in a given mode, it is then possible to implement Let us consider the three following models:
some identification algorithm [1], [2], [3] for identifying

the parameter of the corresponding model. Assuming the My : y(k) — aguiz (K) — byup(K) = 0
different models are therefore known as well as their number M : y(K) — agu (K) — baua(k) = 0 (1)
the later mode recognition is then easy and can be done M3 : y(K) — agu (k) — bsua(k) = 0

by the analysis of the residuals computed as the difference

between the measured and predicted outputs by_the diﬁerenbepending on the operating conditions, the system be-
models. The reader is referred to [4], [5] for techniquesbas haviour is described by one of the three moddis M, or

on bank of observers or [6], [7] and [8] for the use of multi-Ms' i. e. at every moment, the data triplef (k), up(K), y(K))

model approach. checks one of the three moddig, M, or M3. A general

The problem becomes more difficult when the event re; : : P
&hodel, with decoupled operating modes, can then be written:
sponsible for the mode change is not known. Indeed, for this P P g
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system parameters:
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@(Kk) is write in order of power decreasing k) thenuy (k)

andux(k).

At any time, the tripletifs (k), ux(k), y(k)) checks this global
model, sor(k) = 0. Global parameter§, depend on local

model parameters:

6,=1

6, = —(a1+ax+ag)

6; = 7(b1+ b, + b3)

04 = ayap + agpaz +ajag

of the system and the parametékswithout knowing the
active mode at this time and without knowing the parameters
a; andb; characterising each model.

The vectorD(k) can be used to detect the active mode.
If the system operates according to modil, theny(k) =
agup (k) + byua(k) and, due to (5)P(k) takes the value:

—a
m@(mamw ®)
1

x1(K) =((a1 — az)u1(K) + (b1 — bz)uz(k))
((a1 — ag)uy(K) + (b1 — b3)uz(k))

Let us remark that this value cannot be calculated because
the local parameterg; and b; are unknown. If the system
operates according to modbl,, y(k) = axus(K) + baua(k)
and the vectoD(k) expresses:

with
(7)

65 = b1by + bobs + bibs 4) —a»
0 = a1bp + azby + aghy + bpag + abs + azbs Da(k) = | —by | x2(k) (8)
97 = —aqiapas 1
% = —bibobs with
6y = —(a1hzaz + azaghy + ajazbs) %o(K) =((az — ag)uy (K) + (b — by )up(K))
B10 = —(a1bzbz + azb1bz + bibyag) (g — a8)us (K) + (bp — bg)Un(K)) (9)
The set of six unknown parametegsandb;, i = {1,2,3} If the system operates according to modd}, y(k) —
is a solution of a system of nine nonlinear equations. Th|s U1 (K) + bt (K) and the vectoD(K) expresses:
system can present some problems of compatibility espe3 1 sH2 P '
cially when measurements are corrupted by noise. However, —az
here, the objective is to detect the changing of operating D3(k) —bs | x3(K) (10)
mode and it will be shown that the estimation of the 1
parametersy andb; is not necessary. The proposed method Lith
relies on the estimation of the global model parameégrs xa(K) =((az — a1)us (K) + (bz — by)ua(k))
which are estimated using a least squares method from the (11)

knowledge of the input/output signalsii(k),uz(K),y(k)),
and on the analysis of the time-variation of the sensitivity Consequently, the vector®;(k), Dz(k) and D3(k) are

vector of the global model.

B. Design of a mode change indicator

a1 az
Based on a remark of [10], let us evaluate the sensitivity D1 = (b1> » Da= (b2> ’
of r(k) (3) with regard to the system variables:

D(k) =

ay(k)
Y2 (K) 82 + 2u (K)Y(K) B4 + u2(K)y(K) B
(

+3U2(K) 87 + 2u1 (K) Uz (K) B9 + U3(K) B10
Y2 (K) 83 + 2u2(K)y(K) 85 + Uz (K)y(K) 66
+3u3(K) 65 + U2 (K) By + 2u3 (K)uz(K) B10
3y2(K) 61 + 2y(K)us (K) 82 + 2y(K)uz(K) 3
+UF(K) B, + U5(K) B + Un (K)uz (k) B

The components of the vectb(k) can be evaluated, at ev-
ery moment, from the input and outputug (k), u,

(5)

(k), y(k))

((ag —az)ur(K) + (b3 — b2)uz(k))

equipollent to the vectors:

ag
Ds= | b3 (12)
-1

and according to the operating mode, the vedigk) is
collinear to the vectoB4, D, or D3

To get rid of the unknown scalag (k) (which sign can
evolve according the time instaid), each mode can be
characterised by a vector issued from the ratios of the
components oD(k). If dj(k) denotes thg'" component of
the vectorD(k), let us define the vectdd(k) such that:

S — (G0 dak) di() T
D(k)*(dzao G (M) d3<k>) (13)

From (6), (8) and (10), the direction characterising the
modesM1, M, andMj3 can then be expressed as:

512(3—1 —by —al)T (24)

D= (g —be *az)T (15)



S _ (3 b —ad) —a 6
o= (5 b %) L O (bz) (oK) + (K)efk)) + ( 93) 20 (21)
Vectors (14), (15) and (16) are obtained directly from 1 26

D(k) and are independent from{k) by construction. They _ag 6,
have a constant amplitude and a fixed direction. Notice thatp_ ) — | _p, | (xa(k) + sa(K)e(k)) - (k) (22
the ability to computé (k) is conditioned byx(k) # 0. This () ( 13 Cra(k) +-sa(l9e(l)) 29931 k@2

condition corresponds to the discernability of the modes.

For the concerned particular case, the conditigk) £ 0  With si(k) = (2a —aj —&)u(k) + (2bi —bj —by)uz(k) and

implies a; # ap # ag andby # by # bs. i,j,1 € {1,2,3}. Unlike the noise-free case, vectds (k),

D, (k) andD3(k) are not collinear to vectorS,, D, a~nd D3,

Therefore, the vectdd(k), calculated from (13), contains but describe a wrap around directiobs, D, and D, the

the necessary information to detect, at each sample tirae, tBXtent of this envelope is directly related to the amplitote

changing of operating mode according to the direction ithe noise.

which it aligns. More precisely, the vectar(k) is equal to IIl. NUMERICAL EXAMPLES

D1, D D3 d di th ti de at tik )
1. D2 or D3 depending on the operating mode at time | . example

C. Angular distance between modes A first simulation is performed with the model (1) with

To highlights the changing operating mode we can calcft =1, b1=—-1,8=13,b,=-0.8,a3=08 andb3 = -0.2
late the cosine of the angle between tow vecfk —1) ©n @ time horizon of 100 samples. Inputg(k) and ux(k)

andD(k) by the following expression: are bounded random inputs of respective averag?and
. —3 and bound$—3.5,—-0.5] and [-3.5,—2.5]. Changing of
D' (k=1)D(k) operating mode occur at random times. With the ougglat
D(k—1),D(k)) = 17 . L e .
cogD( ),D(K)) ID(k—2)|[ID(K)| (7 (Fig. 1), it is difficult to determine the moments of mode

ghange. Fig. 2 and 3 respectively show the time evolution

If this angle is zero, there was no mode change betwe
timesk — 1 andk. Otherwise, the angle is equal to the anglé)? the three components of the vec@o(k) andD(k). The

between the two vectors that characterising the operatiligangmg of operating mode of the system then appears. Fig.
. . shows that the moments of mode change can easily be
modes at time& — 1 andk, this means that there has bee

. . "Nocated.
a change in operating mode.

The procedure for determining at each time the operating ’ ui( k)
mode of the system can be sum up as: -2 WWMMWMW
« from previously acquired data on a system that covered _4 ‘ ‘ ‘ ‘
all operating modes, estimate the parameéraith a 0 0 40 €0 g0 100
least squares method,
« at each timek, evaluate, from the inputs and outputs of -3¢
the system, the vectdd (k) using (5), a5 ‘ ‘ ‘
« analyse the potential change in the direction of the 0 20 40 60 80 100

vectorD(k) compared to that dd(k— 1) and determine ‘ ‘ ‘ )
if there was a change in the operating mode.

The addition of a measurement noigg) on the output

-25

|

of the system modifies the local and the global models as o 20 40 60 80 100
follows: Fig. 1. Inputs/outputs of the system
Mz : y(K) —aguz (k) — byup(k) — e(k) = 0
M2 : y(K) — aguy (K) — boua(K) —e(k) =0 (18)
Ms : y(K) — aguy (K) — baua(k) — e(k) = 0 B. Second example
For the second simulation, noise has been added to the
. _ output. This noise is uniform and equal in magnitude to 3 %
M1 (k) =(y(k) — aatia (k) — batiz(k) — (k) of the maximum amplitude of the signgk). The simulation
(Y(K) — @t (k) — batia (k) — e(k)) x (19)  is performed on 100 samples. Mode changes occur at same
(y(K) — aguy (k) — bauz(k) —e(k)) =0 time as in previous example. Fig. 5 shows the time evolution

The expression (5) is still valid and the directions correE)]c the inputs and the noised output of the system while Fig.

. . . .6 presents the three components of the vebi).
sponding to the three operating modes are now given by: Fig. 7 shows the components of the vedBik) and Fig.

—ag 6, 8 shows the cosine of the angle betwék — 1) andD(k),
D1(k) = | —by | (xa(k) +s1(k)e(k)) + | 65 | €2(k) (20) highlighting the mode changes. We ca remark that the second
1 26, operating mode change is less evident than the others lecaus
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uy(k) the angle between vector characterising this modes is small
-2t The analysis of the components Bf(k) using an abrupt
. ‘ ‘ ! ‘ change detection method e.g. the Page-Hinkley test, allows
0 20 40 60 80 100 the changing of mode to be detected.

IV. APPLICATION ON CONTINUOUS CASTING

The previous method can be easily extended to the case
5 of dynamic systems. In the following, it is applied on a
5 : : : : simplified mechanical model of a continuous casting mold.

OVWAMAA/\W A. Mechanical model of casting mold

‘ ‘ ‘ ‘ A simplified mechanical model of a continuous casting
0 20 40 60 80 100 mold can be described by the following equations:

Fig. 5. Input and output of the system vp(k) = (1, I\T/I_L) vp(k—1) + '\T/I_fpvl (k—1)+ MLpT(kf 1)

(k) = Fvp(k— 1)+ (1— ;A_fl)v.(k— 1)+ ER(k-1)
(23)




whereMy is the mass of the produdd), the mass of the mold with:
andrt the sample time chosen for the discrete representation 1

of the system. The controls of this system are the traction
T on the product and the forde applied to the mold. The
product speed, and the mold speed are measured. The
variation of the friction coefficient characterises a “sticker”
phenomenon between the solidified steel and the mold which
generated poor quality on product structure. The objedsive
to detect as quickly as possible this variation of friction.

Here, we consider three friction coefficients f, and fs.

We obtain the following modelM; with i = {1,2,3}:

™ (o

M

2w
— fl(V

0
— fz(V

Mp
M3 :

™
— f3(vp

The system 23 presented two equations so we have two
residualrg(k) (with q=1,11) depending on system equations.

Defining:

wy(K) = 22 (vp(K)

we obtain the global model decoupled from the two operating

modes :
r (k) :(Wj_(k) + f1W3(|(7
(Wl(k + f3W3(|(
(k)6

—Vp(k—1)—
+ fa(vp(k—1)

—v(k—1)—
p(k—1)

™2 (uplk) -

+ fa(vp(k—1)
-V (k— 1) -
p(k—1)—

. (Vp(k) —
+ fa(vp(k—1)

—wi(k=1)—
(k—=1)—

—Vp(k—1))
wa2(k) = 2 (v (k) - vi (k— 1)) —
w(k—1) = vp(k—1)

T(k—1))
—v(k=1))=0

R(k—1))

~w(k—1))=0

Vp(k—1)—=T(k—1))
—vi(k—1))=0

R(k-1))
vi(k—1))

0

Vp(k—1) = T(k—1))
—v(k—1)=0

R(k-1))

vi(k—1)) =0

—T(k—1)

R(k-1)
—v(k—1)

1)) (wa (k) + fawg(k—1))

-1)

wa (k) — fowg(k— 1))

(24)

(25)

(26)

(27)

(28)

0 f+f1+1
ff+ff+ 12
ffifo
W% Wg (29)
A _ | waws
(k) = wing | (k) = W2
w3 —w3

We evaluate the sensitivity ofq( ) with regard to the

variablesw; (k), wa (k) andws(k
dn
dWl
D (k) = (30)
dn
0W3 k— 1
dr” k
0W2 k
Dii (k) = (31)
ory (k
0W3 k— 1
So we obtain a sensitivity vectddq(k) for each system
equation,q = 1,Il. We notedg; the j i component of the

vector Dg(K).
B. Simulation and results

The simulation was performed with the model (23). The
parameter values afé, = 30, M, = 239, f; =173, f, =
198, f3 = 147 andr = 0.1s. The simulation is performed on
150 seconds. The switching operating modes are generated
by a functionh(k) that is presents in Fig.12. A centred and
uniformly distributed noise with an amplitude equal to 5 %
of the maximum amplitude of each of the output signals has
been added to the measuremeftsare obtained by applying
a less square method.
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Fig. 9. Inputs/outputs of the system

Fig. 9 does not allow detection of mode changes. Fig. 10
presentsly ;. Fig. 11 presents the ratio of each component of
vectorDq(k). We can see the second equation which permit
to obtainDy; (k) is more relevant of mode changes. That is
due to parameters values.
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V. CONCLUSIONS

We must have enough data in the new mode to have a
correct estimation of global parameters. In addition, the

calculation of the angle between the vectors related to each
mode gradient must be extended in the case of a system to
noisy measurements. In this case, it would be possible to
determine the maximum permissible noise amplitude for the

detection of mode changes. Future work is to take in account
the uncertainty about global parameters and their possible
variations and determined the minimum distance between
mode that permit the detection of changing operating mode.
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The proposed method for the detection of the active system
at each instant and for the estimation of the time of mode
change was applied for different types of model static,
dynamic, mono-output and multi-outputs. Its main interest
is that knowledge of the model parameters of each mode is
not required, only the estimation of global parameters ef th
system is used.

This presentation was made under a procedure supervised.

For this, we have a data set to estimate the parameters
of the overall system. It is easy to extend this method to
the case unsupervised. The global parameters of the system
are then estimated at each time using a recursive algorithm
for example and analysis of the gradient vector to discover
the emergence of new modes. The drawback in this case
will be the delay for the characterisation of the new mode.



