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Abstract— This paper addresses the problem of multiple fault ~ with large transfer delays, in which it is impossible to tigta
detection and isolation under communication constraintsMore  decouple the fault effects from unknown inputs. An adaptive
specifically, we consider the issue of sensor scheduling and kaiman filter is proposed in [7] to minimize the effects
fault isolation co-design under limited bandwidth capaciy. The . . :
proposed isolation filter can be viewed as special structuref of th_e network induced ‘?'e'ay on the reSId_uaI signal. [16]
the traditional Kalman filter. The sensor scheduling sequene ~ considered the problematic of FD for NCS with both delayed
and the proposed filter are built in order to ensure the fault inputs and measurements. In [19], [20], the FD system for
isolability property and noise effect minimization. NCSs with packet dropouts was designed by modeling the

NCSs as a Markov jumping linear system (MJLS). The
. INTRODUCTION issue of FD with multiple network induced constraints has

The study of networked control systems (NCS) is receivingeen considered for example [2], [14], [21]. Note that, te th
much importance in this recent years. This is mainly due tpest of the author knowledge, the issue of fault isolation in
the several advantages resulting from using a shared mel ti networked systems has not been fully investigated nowadays
network through which sensors, actuators and controllers
communicate. Compared with classic fault detection (FD) In this paper, we will address the problem of multiple
systems, diagnosis over networks can reduce the systgault detection and isolation under communication
wiring, make the system easy to supervise, maintain amgnstraints. More specifically, we will consider medium
increase system agility- etc Nevertheless, new constraintsaccess constraints. In this case, the shared network can
also arise when sensor information and control informatioemy accommodates a limited number of simultaneous
are transmitted over a network. Such constraints can k@mmunications between components. In this context, it is
categorized in five types [5], [6]: only meaningful to specify a fault detection and isolation

1) Quantization errors in the signals transmitted over th@odule in conjunction with a communication policy which
network due to the finite word length of the packets; indicates the times at which the plants sensors are to be
2) Packet dropouts caused by the unreliability of the negranted medium access. This communication policy is

work; known in the literature as communication sequence. The
3) Variable sampling/transmission intervals; communication sequence specifies which sensors are able
4) Variable communication delays; to send information to the detection filter at each time

5) Medium access constraints due to the limited bandwiditep. Hence, the considered problematic leads naturally to
and sharing the network by multiple nodes and the fagtonsider aco-designproblematic. That is, the design of a
that only one node is allowed to transmit its packet pefault detection and isolation filter in conjunction with sen

transmission scheduling sequence. The sensor scheduling sequence and
6) Power consumption mainly in wireless networked conthe proposed filter are built in order to ensure the fault
trol systems. isolability property and noise effect minimization.

The presence of these network induced effects can ) ] )
degrade the performance of FD systems and implies more The rest of the paper is organized as follow: section II
robust algorithms to this communication constraints. gives the problem formulation. In section Ill, we will give

our main results. The sensor scheduling problem will be

It is clear that all of these constraints can exist in &liscussed in section IV. A numerical example will be given in
communication network, but only some of them were fullyS€ction V to illustrate the effectiveness of the proposed co
considered in the literature, mainly the induced delayatffe design method. Finally, we will provide some conclusions
packet loss and sampling influences. The delay issue §§d some future research directions in section VI.
considered for example in [1], [2], [3], [5]- In [4], the

authors deal with the design of robust FD systems for NCS ) i o
Consider the remote system depicted in Fig.1. The state

space representation of the plant under actuator and/or com

Il. PROBLEM FORMULATION



sq) Let us introduce the applicatiopy : Z — .# = {1,...,0},

y, .

S — AT B LT . — that determine at each sample time the corresponding sensor
v = Cxg + v group index. We call this application thewvitching pattern
' — for the sensor side. In Fig. 1, the signal<RP is related
_ to yx by the following relation:yy = S(L)yk. The switch
i matrix S ) € R is used to select the subset of
R — _ ) € is used to select the subset of measures
that will be sent to the controller at each time steprhis

l q subset is indexed by the values of the switching patien
Considering the band limited effect, teetendeglant model

. .y is described by
Fig. 1. Remote filtering

{xm = A%+ BUg+ F Yk + W @)

onent faults is given as follows:
P g whereé,, = S(t)C and Vi = S( L) k.

(1) B. Fault detection filter

The fault detection and isolation filter proposed in this
wherex, € 0" is the state vectony is the control input, paper is a modified version of the filter proposed in [22]
F = [f1,f,...,fqg) € O™9 is the fault distribution matrix, The state space representation of this filter is given by

Yi = [Y£, YZ,....Y{]T € 0% is the fault vector andj € O™ A A o

is the measurement signals vector. We assume that each K1 = AR+ Buic+ Kie(Fie — Vi) (4)
component of the output vector represents the sensor Yk = Cu R

i €{1,2,.,m}. The |n|t|a! state vectoo, process noise where X; and yi denote the state and output estimation
wi and measurement noisg are uncorrelated, zero mean .

white Gaussian random processes wih ~ N()?o,_P_o), vectors, respectively.
wi ~ N(0,W) and vi ~ N(0O,ly,) respectively, wherd, W
andR are symmetric, positive definite matrices.

Xir1 = AXc+ Bug+ FYi 4wy
Yo  =CX+W

It is important to note that in the context considered in
this paper, both the filter gaix and the switching pattern

The main objective of this paper consists in the desigH(k) are design parameters.

of a fault detection and isolation filter that takes into I11. M AIN RESULTS
account the communication constraints induced by the , . - .
o . o In this section, we will introduce our main results. Before
shared communication medium. More specifically, the, . . - . -
N . L : . doing this, we will first recall some basic definitions that
communication constraint we deal with in this paper is . .
. . : -Wwill be used in the sequel.
referred to in the literature as a medium access constraint.
In this case, the shared network can only accommodate%%
limited number of simultaneous communications betwee%
components. In this context, it is only meaningful to specif
a filter in conjunction with a communication policy which o
indicates the fimes at which t.he plants sensors are to | Yefinition 2. The time-varying fault detectability matrix
granted medium access. This communication policy is . : . )
. . I ssociated with the extended plant is defined as
known in the literature as communication sequence [13?.
The communication sequence specifies which sensors are Dy = 6 W (5)
able to send information to the filter at each time step.

finition 1. [22] The linear stochastic system (1) is said
have fault detectability indexes = {p1,p2,---,pq} if
=min{v:CA"1fi£0,v=1,2.}.

where
-1
We will consider that the communication medium connecting W= [F,AR,... A" R (6)
the sensors and the residual generatorthastput channels,
with
1<b<m () Let s = maXpi, i = 1,2,---,q} be the maximum

At any time, onlyb of the m sensors can access thes@/@lue _ of_ fault_ detectability indexes. We define

. . . N VAT 2 v _ v
channels to communicate with the residual generator whiték = [Yi' - Y - Y&/, F = [F1,F2,....,Fg]. WhereY; € Of
others must wait. represents the part of faults having detectability ingigx

and distribution matrixs € R™%. The extended system can

A. Communication sequence be equivalently rewritten as

Suppose that there amedifferent sensors and that at each o _A B EY. 4w
time stepk only b < m are allowed to transmit messages. {Nk” = At L!‘+ et W
We then haveo = CP, = U(%b), possible configurations. Ve oo =GtV



Consider the filter given by (4). The estimation ersr=  Proposition 2. (Fault isolation filter design) For a fixed
(x — %) and the output residualg = (k — k) dynamics switching patterryy € =*, The proposed fault detection filter

are given by described by the following relations:
i1 = (A— KBy e+ F Vi — Kidie+ W, @ Rier1 = AR+ Bu+ waf + Ky e (12)
Ok = Cucx+Vk
= - _ 7 = T =
From superposition principle, it follows that for an adekti P = (A“k: Kt Crae) Pl A — K Crae) ™+ Ky Vi Ky + Wy
faults occurring at time instamt (with k > r + ), the output = @y (R) (13)
residualsg, can be expressed as:
_ < A BT BAET g -1
G=GtP[ M M o M, Mg (®) Kune = Au + RCy (Cu ACy, + Vi) (14)
with with
Per =%u [ GkirF o GeaksnF - GeaF F Az“k =A— WMy %y (15)
gkfl,k;\j =KG<|;1(3|<72 -+ Gy j C_Z“k =2, 6 (16)
k= (A= Kby, \/_“k = z“kzﬂw (17)
Wy =W+ ol M, 0" (18)
andgy corresponds to the output residuals for the non faulty
case. where
Following similar arguments as in [22], the following retsul Mr(: Z“k(yffcg“k)ik) (19)
is derived. O = My (Ve — G ) (20)
. . . " h the followi ti
Proposition 1. (Fault isolability condition) Under the ave _e oflowing properties
condition rank(€},) = g, the solutions of the algebraic * %S decoupled from the faults
constraints{A— K%}, )% = 0 can be parameterized Kg = * G satisfy the relation
wlly, +KgZ,, with _ _ _ T
He kSHe qu:nquK+[ nlgl ﬁlg—rz nlirs ] (21)

Sp = 0y (Im— Dy My ), Ny =D andw=A¥ (9 . .
e = Api(Im = DuMpa), My = Dy ©) Each component of the reduced output residyjat 09 is

where K, € O™ js the reduced gain describing the re-sensitive to only one fault. Thus, it is used for the fault
maining freedom of desigrD}, is the generalized inverse isolation.
or pseudo-inverse oDy, and ay, is an arbitrary matrix
determined so that matrix,, is of full rows rank. Proof. The proof of this proposition follows similar
Under these conditions, the residgglcan then be expressed arguments as for the proof of Theorem 3.1 in [22].
as
— One can see that the evolution of the covariance matrix
—a AT 52T sT 17T
qk*qkjLD“k[ M1 M2 Mies } (10) given by the Riccati equation (13) depends on the initial
covariance matri¥y and the switching pattern given k.
Hence, in addition to the isolability condition (s&emark
Remark 1. In the result given above, it is important to recalll), the scheduling strategy can be generated to optimize
that the matriceséi depend on the switching patteps. the covariance matrix evolution. This point will be further
1 being a design parameter, it follows that the switchingXP0osed in the next section.
patterns that contains sequences which violate the rank

L " IV. FINITE HORIZON OPTIMAL SCHEDULING
condition in Proposition 1 have to be excluded. Hence, let

us define the set of admissible switching pattegrisgiven The problem addressed here is to choose whisknsors
by should operate at each time-step to minimize a function of
={:Z2- 4" C A} (11) the error covariance of the state estimation at each tinge ste

] o ) Defining the scheduling strategy; is equivalent to define
where .#* contains the indices corresponding to Senstke values ofpy for eachk =0,---,N — 1, or equivalently

configurations (traduced by corresponding matricgg) sy = [ Ho Hi - pnet ] Let % = .#N be the set

that verify the rank conditiomank(%},) = . of all possibleN-horizon scheduling strategies and le;

be the set of all admissibld-horizon scheduling strategies

Based on the development above, the fault isolation filt%ee Remark 1). The problem of optimal scheduling is
can be designed by computing the free parami§teso that ¢4 mulated as

the trace of covariance matri = E(&@] ) is minimized.

min _7(sn) (22)

SNESYN



where Theorem 1. [18] If the pair (P,y) € % is algebraically

F(N) = ziN:ltr(P_.) = zi'\':’oltr(qo“i(ﬁ)) and i = sn(i). redundant, then the branch and all of its descendants can
be pruned without eliminating the optimal solution from the
The search algorithm: search tree.

Search algorithms are used for solving optimization pnwble
(22). The trivial way of solution is to perform all possibleWe are now in position to describe the sensor scheduling
scheduling cases. This enumerating method is only tractatdlgorithm. Before doing this, let us recall the notion of
for relatively short time horizons. It requires much resms equivalent subsedf the search tree. This one is defined as
in memory and computational time for longer estimatiora set that still contains the optimal sensor schedule after
horizons. To overcome this limitation, we will use in thispruning, the pruning being realized using Theorem 1. The
paper a pruning technique proposed in [18]. As showed icomputation of the equivalent subsets is doneAlgorithm
[18], the proposed algorithm can significantly reduce thé in [18] The sensor scheduling algorithm is given as follows
computation complexity. Before proceeding, we will first
recall some definitions to ease the reading of the paper. Algorithm 2. Sensor scheduling for a finite horizon

- L . ) o= {(Po,tr (R))}
Definition 3. (Characteristic sets)Let {%}E:o be defined i) for k=1,---,N, do
as.the_ charactgrlstlc sets as .they completely charactigze — =Ty (A
objectlye function. Each set is of th.e for(ﬁ?,.y) Sy X Rﬁ . — Perform Al gorithm1 in [18] with
(«/ being the set of all symmetric positive semidefinite S,

matrices) and is generated recursively by end for

M1 = Ty () from g = {(Po, tr(Po)) } i)y A*= argmin _Z(A(A(])))
je{1,- card(s%)}
with Remark 2. In [18], the authors proposed a suboptimal
— — ) . e solution which consists in approximating the search tree
My (A) ={(@(P).y+t(@(P)) - Vie 4", Y(P,y) € #}  py bruning branches which areumerically redundant. To
this end, they use the notion @fredundancy. As pointed
out by the authors, the-redundancy concept can typically

Note that the above definition differs from the original oneeliminate many more branches of the search tree leading to
in [18] by using.#* instead of.#. This is due to the fault !€SS complexity problems.

isolability constraints in our context. V. ILLUSTRATIVE EXAMPLE

The sets.’, k = 1,---N, express the covariance of the We consider the following discrete-time system

estimate and the objective cost at every time-step under 02 1 0 Q2 -1 1
every possible sensor schedule. Lé(i) be theit" element 0 01 1 04 1 0
of 4, R (i) andy(i) be the covariance matrix and objective A= O 0 04 1 |- F= 0 -1
cost corresponding tox4(i), .#* the set of all ordered 0O 0O 0 03 1 1
sequences of admissible (in terms of isolability constjain
sensor schedules of lengthA (R(i)) € .#*¥ be the ordered 0 67 0 O
sensor schedule corresponding to the covariance matrix C=]0 0 02 0}|,v=I
R (i) andA* be the optimal sensor schedule for the problem. 0 0 0 5
Definition 4. (Algebraic redundancy) [18] A pair (P,y) € 0(5)39 005 8 8
s is_called algebraically redundant with respect to W= 0 0 095 0
#\{(P,y)}, if there exist nonnegative constanfs}/_1 0 0 '0 058
such that

- POl _.'& [Pi O

i;ai zland[ 0 y] >i;ai [ é) V(i) ] The fault associated to the first column of the matfix

B occurs at time instant, = 50, with n} = 10sin(0.1k), while
wherel = card(#) and {(P(i),y(i))}/_1 is an enumeration the second fault (associated to the second columdr)of
of 2\{(P,y)}. occurs at timerp = 120 with n2 = 5.

The following theorem provides a condition whichWe use the suboptimal version of Algorithm 2 (see Remark
characterizes the branches that can be pruned witha2 to compute the suboptimal sensor schedule. Figure 2
eliminating the optimal solution of the sensor schedulinghows the reduced output residuals= [ qul q’k2 ]T, in

problem. the case of using the suboptimal sensor schedule sequence

and an arbitrary periodic schedule, respectively . One can



arl(periodic sequences) arL (suboptimal sequences) include the infinite horizon case and extension to online

20 20 scheduling techniques.
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