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Abstract

This work presents the design of a decentralized control strategy that allows singularly perturbed multi-agent systems to achieve synchro-
nization with global performance guarantees. The study is mainly motivated by the presence of two features that characterize many physical
systems. The first is the complexity in terms of interconnected subsystems and the second is that each subsystem involves processes evolv-
ing on different time-scales. In the context of interconnected systems, the decentralized control is interesting since it considerably reduces
the communication load (and the associated energy) which can be very important when dealing with centralized policies. Therefore, the
main difficulty that we have to overcome is that we have to avoid the use of centralized information related to the interconnection network
structure. This problem is solved by rewriting the synchronization problem in terms of stabilization of a singularly perturbed uncertain
linear system. The singularly perturbed dynamics of subsystems generates theoretical challenges related to the stabilizing controller design
but also numerical issues related to the computation of the controller gains. We show that these problems can be solved by decoupling

the slow and fast dynamics. Our theoretical developments are illustrated by some numerical examples.
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1 Introduction

The main goal of this paper is to design a decentralized
control strategy that allows singularly perturbed multi-agent
systems to achieve synchronization with global perfor-
mance guarantees. Decentralized coordination control of
multi-agent systems attracted a lot of attention during the
last decade. An important feature of this class of large scale
systems is the fact that local information plays a key role.
In the decentralized control design each system is able to
implement and design its own control law without the help
of a central entity that requires important amounts of com-
munication and computation. Consequently, decentralized
control aims at reducing the communication and computa-
tion costs. When these costs are neglected the centralized
control strategies generally outperform the decentralized
ones. However, energy aware strategies have to take into
account the overall cost and should reduce the communi-
cation and computation loads (Hassan & Shamma 2016).
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Therefore, in this paper we design decentralized controllers
that provide a guaranteed cost.

Synchronization of singularly perturbed systems is mainly
motivated by two features that characterize the nowadays
systems. The first one is the complexity in terms of sub-
systems interconnected together in order to accomplish a
global goal while the second is that physical subsystems
often involve processes that evolve on different time-scales.
Generally these features are tackled independently one
from another. Indeed, the multi-agent formalism allows
treating problems coming from a wide application domain
such as engineering (Bullo et al. 2009), biology (Pavlopou-
los et al. 2011), sociology (Hegselmann & Krause 2002,
Morirescu & Girard 2011). Consensus and synchronization
were mainly studied for linear agents interacting through
a directed or undirected graph with a fixed or dynamically
changing topology (Jadbabaie et al. 2003, Moreau 2005).
However, there are also studies on nonlinear agents such
as oscillators dynamics (Steur et al. 2009, Morérescu et al.
2016), nonholonomic robots (Bullo et al. 2009) or general
nonlinear systems (Busoniu & Mordrescu 2014).

On the other hand, one can find many applications ranging
from biological systems such as gene expression systems
(L.Chen & Aihara 2002), neurons behavior (Hodgkin &
Huxley 1952) to engineering problems (Malloci et al. 2009)
that involve processes evolving on different time-scales.
General stability and stabilization of such linear and non-
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linear systems, called singularly perturbed, can be found in
(Kokotovié¢ et al. 1999, Khalil 2001).

In a preliminary work (Rejeb et al. 2016), we have com-
bined the two features presented above to study the syn-
chronization of singularly perturbed systems. In that work
we have designed decentralized controllers able to achieve
asymptotically the synchronization goal. Here, we address
the more challenging problem of synchronization with
global performance guarantees. This problem was also con-
sidered separately in the context of multi-agent systems
and singularly perturbed systems. For instance, a linear
quadratic (LQ)-based optimal linear consensus protocol for
multi-vehicle systems with single integrator dynamics was
investigated in (Cao & Ren 2010) in both continuous time
and discrete time. The authors of (Kim & Mesbahi 2006)
considered an iterative algorithm that maximizes the second
smallest eigenvalue of a state-dependent graph Laplacian
yielding to optimization of the convergence speed toward
consensus. A nonlinear distributed coordination law was
presented in (Cortés & Bullo 2005) to achieve optimal con-
sensus under a switching directed communication graph.
On the other hand there exist studies that consider linear
quadratic optimal control design for linear singularly per-
turbed systems (Kokotovi¢ et al. 1999, Garcia et al. 2002).
One of the most common approaches is the time-scale
decomposition that leads to decoupled slow and fast subsys-
tems and an appropriate combination of the corresponding
results yields an optimal control design for the original sys-
tem.

The main contribution of our paper is twofold. Firstly, we
strengthen the main result in (Rejeb et al. 2016) and correct
the proof of (Rejeb et al. 2016, Proposition 4) that contains
a flaw in the reasoning since we had implicitly assumed a
particular Lyapunov function for the systems under consid-
eration. The corresponding result in this work is Proposition
3 which is instrumental for the design of a decentralized
synchronizing controller presented in Theorem 4. Secondly,
we go beyond those results by considering the more chal-
lenging problem of decentralized guaranteed cost control
design. The supplementary difficulty that we face is related
to the fact that we have to ensure bounds on a global cost
in a decentralized manner i.e. by a local design. To the best
of the authors’ knowledge this is the first attempt of de-
signing guaranteed cost controllers for singularly perturbed
multi-agent systems. When we deal with optimal decentral-
ized control, the Riccati equation, which, in the LQ case
is the basis for the derivation of the optimal control law,
involves the eigenvalues of the graph Laplacian describing
the overall network. In order to get rid of this centralized
information, instead of looking for an optimal controller,
a guaranteed cost controller is designed to ensure a per-
formance level of the closed-loop dynamics. Precisely we
consider a multi-agent system under fixed undirected inter-
action graph. The dynamics of each agent is represented by
linear singularly perturbed system. To solve the problem of
decentralized guaranteed cost control design, we transform
the synchronization problem in an uncertain system stabi-
lization one. The uncertainty comes from the fact that the
graph Laplacian eigenvalues are modeled as unknown but

bounded uncertain parameters in order to avoid an explicit
use of Laplacian’s eigenvalues. This is motivated by the
fact that the only available graph information consists in its
connectivity.

The paper is organized as follows. Section 2 presents some
basic definitions and notations in graph theory. In Section 3,
we introduce a change of variables that allows us to refor-
mulate the synchronization problem under consideration in
terms of simultaneous synchronization of linear singularly
perturbed systems. Section 4 provides conditions under
which the decentralized synchronization is possible. More-
over, it presents a methodology to design a decentralized
controller that achieves the synchronization goal. Section
5 is devoted to the design of the decentralized guaranteed
cost control law. Conditions on the gain matrix such that the
closed-loop singularly perturbed systems achieve asymp-
totic synchronization while an upper bound on the perfor-
mance index is minimized, are expressed through linear
matrix inequalities (LMIs). Simulation results are presented
in Section 6. The paper ends with some concluding remarks.

Notation: The following standard notation is used through-
out the paper. R is the set of real numbers, ||z|| is the Eu-
clidean norm of the vector x and ® denotes the Kronecker
product of two matrices. We also denote by I,, € R™*"™ the
identity matrix of size n and by 1,,0,, € R" the column
vector whose components are all 1 and 0, respectively. By
0, xm € R™™*™ we denote the matrix whose all components
are 0. Given a matrix A € R"*" and A > 0 (A > 0) means
that A is positive (semi-) definite. The transpose of A is de-
noted by AT. We denote diag(A, ..., A,) the block diag-
onal matrix having the matrices A; to A,, on the diagonal
and 0 everywhere else.

2 Preliminaries and problem formulation

We consider a network of n identical singularly perturbed
linear systems. For any i = 1,...,n, the i’" system at time
t is characterized by the state (z;(t), z;(t)) € R"=¥"= and
a small € > 0 such that its dynamics is given by:

627(t) = A21:ci(t) =+ AQQZ,;(t) + BQ’UJZ(t) ’
where u; € R™ is the control input and

All c ]anxnz’ A12 c anxnz’ Bl c anxm,
A21 c ]anxnm7 A22 c anxnz’ B2 c Rn=xm

such that rank(B;1) = rank(Bg) = m.
Assumption 1 The matrix Ass is invertible.

The previous assumption is standard in singular perturbation
theory (see (Kokotovi¢ et al. 1999)) but it is not verified for
the case of simple integrators which are standard in multi-
agent systems. Nevertheless, our analysis applies for a wide



range of systems that have an internal dynamics. With the
network of n systems we associate a graph G which is a cou-
ple (V,€). Here, V = {1,...,n} represents the vertex set
and £ C V x V is the edge set. In the sequel we suppose that
the graph is undirected meaning that (¢, j) € £ < (j,4) € €.
We also assume that G has no self-loop (ie. Vi=1,...,n
one has (¢,7) ¢ £). A weighted adjacency matrix associ-
ated with G is G = [g;;] € R™*" such that g;; = g;; > 0
if (¢,j) € £ and g;; = 0 otherwise. The corresponding
weighted Laplacian matrix is L = [[;;] € R™*" defined by

{liizzy_lglj, Vi=1,...,n

lij=—giifi#]
metric and all of its rows sums are zero.

. By definition L is sym-

Definition 1 A path of length p in the graph G = (V, €) is
an union of edges U£:1(ik7jk) such that i1 = ji, Vk €
{1,...,p — 1}. The node j is connected with node i in
G = (V,€&) if there exists at least a path in G from i to j
(ie. i1 =1 and j, = j). A connected graph is such that
any of its two distinct elements are connected.

Throughout the rest of the paper the following hypothesis
holds.

Assumption 2 The undirected graph G is connected and all
the non-zero weights g; ; # 0 of the associated weighted
Laplacian matrix are within the interval (g, , grr) with gar >
Gm > 0.

This hypothesis is used to get consensus for any initial con-
ditions under consideration and to uniformly lower-bound
the second smallest eigenvalue of the graph G as in the next
Remark.

Remark 1 (Basic properties of the Laplacian matrix)

(Godsil & Royle 2001) Let an undirected graph G that
satisfies Assumption 2 and let 0 = Ay < Ay < ... < Ay
be the eigenvalues of the corresponding Laplacian ma-
trix L. A rough lower-bound on )\, independent of G,

is \* = % (see (Friedland & Nabben 2002) for

details). Therefore, one has

o]

M < <. <\ <ngy 22°.

It is worth noting that there exists an orthonormal matrix

T e R (ie. TTT =TT = I,,) such that

TLTT = D = diag(\1, Aa, - .., An)

Definition 2 The n singularly perturbed systems defined by
(1) achieve asymptotic synchronization using local informa-
tion if there exists a state feedback controller of the form

wi(t) =K1 gij(@i(t) — x;(t)) + K2 Y _ gij(z:(t) — (1))
i=1

Jj=1

K € Rmxnz’ Ky € R X"z 2)

such that
Jim [l2.(6) ;)] = 0 and Jim 12,(6) = ()] = 0.

Remark 2 [tis noteworthy that the state feedback controller
in Definition 2 uses local information since it requires only
the state of the neighbors (notice that g;; = 0 if j is not a
neighbor of ©). Notice also that we could consider different
controller gains for each agent but, as we shall show in
the sequel, the agents will solve an identical control design
problem and consequently they should find similar gains.
We will show that this constraint of common gains can be
satisfied in practice.

Let x(;) = (r1(t)",...,z,(®)T)T € R"" and 2(t) =
(z1)T, ...,z (®)T)T € R™™= be the vectors col-
lecting the individual states x;(¢) and z;(¢t) of the n
agents. Let also u(t) € R™™ be the vector collect-
ing the individual controllers wu;(t), i = 1,...,n (i.e
u(t) = (ur(t)7,...,un(t)T) 7). Finally, let us consider the
following global cost associated with synchronization of
the dynamics in (1):

J = /0°° x(t)T(L®Inw)x(t) + Z(t)T(LQ@IM)Z(t)

+u(®)" (I, ® R)u(t)dt

3)

where R € R"*"™ is a positive definite matrix that penalizes
the control effort required for synchronization.

The main goal of this paper is the characterization of the
feedback controllers (2) that use local information and
asymptotically synchronize the singularly perturbed sys-
tems defined by (1) with a global guaranteed cost J that
will be defined in Section 5 (i.e. J < J). In other words,
we want that the sum of individual control efforts satisfies
an upper bound J while guaranteeing the synchronization
of the n singularly perturbed closed-loop dynamics (1).

3 Change of variables - problem reformulation

Following (Rejeb et al. 2016) we make the change of variable
i(t) = (T®I,,)z(t), 2(t)=(T®l,)z(t) 4

where T is defined in Remark 1. This allows us to equiva-
lently describe the dynamics in individual dynamics as the
collective dynamics

= Anz (
- - 5
_ » 5)



where
Ay =1,® A — (I, ® BiK ) (D ® 1,,,),
A =1,® A1s — (I, ® B1K2)(D® I,,.),
A21 :In®A21 ( 7L®BQK1)(D®I”I)7
Agy = I, ® Aoy — (I, @ BoK2)(D ® I,,.).

The collective control vector can be described by:
u(t) = ~(L@ K1) (L& L, )a(t) — (1, & Ka) (LO T, )=(1)
(6)
It is noteworthy that (6) highlights that the global control
performance is coupled with communication network topol-
ogy. Obviously, local control efforts for synchronization dif-
fers from one agent to another depending on initial condi-
tions and local interconnection structures.
Discussion:

(I Using the properties of Kronecker product, the closed-
loop system (5) can be decoupled in n independent
singularly perturbed systems:

Ti(t) = (A1y — NMiB1K1)a(t) + (A1a — \iB1K2)Z(t)
€él(t) = (Agl — AleKl)iz(t) =+ (A22 — AiBQKg)gl(t)
i=1,...,n

(N

(Il) Letusrecall that Ay = 0, which means that the first sys-
tem (¢ = 1) in (7) is uncontrolled. The asymptotic syn-
chronization problem using a decentralized control law
described in (1) and (2) becomes a problem of simulta-
neous stabilization of systems in (7) for ¢ = 2,...,n.

As shown in (Rejeb et al. 2016) this is equivalent with

lim (D®1I,,)#(t) = 0 and Jim (D®1I,,)z(t)=0

t—o00

but since D = diag(Aq,...
condition is transformed as

,An) with Ay = 0 the

lim z,(t) = 0 and tlim zZi(t)=0,i=2,...n
— 00

t—o0
(ITIT) We emphasize that from the definition of 7, the fol-
lowing also hold z(t) = (T'" ® I,,, )Z(t) and 2(t) =

(T ®1,,,)Z(t). Thus, the collective control vector can
be rewritten in the Z,Z variables as :

u(t) = —(LT" @ K1)i(t) — (LT" @ K»)2(t)  (8)
—(T"D ® K)i(t) — (TTD ® Ky)3(t)
—(T" ® I,)[(D ® K1)i(t) + (D ® K2)2(t)]

(IV) The synchronization manifold depends on the dynam-
ics of (Z(t), 2(¢)). Precisely, if the system

has a stable equilibrium point (Z*, Z*), then all the sys-
tems in (1) will asymptotically reach a finite consen-
sus. If (9) is unstable then all the systems in (1) will
synchronize on divergent trajectories.

(V) The control design for the systems in (7) is done by
following the classical arguments in (Kokotovié et al.
1999). Therefore we need the invertibility of Asy —
ANiBoKs, i =1,...,n. While for ¢ = 1 the condition
is satisfied due to Assumption 1, for the rest of the
systems in (5), Kg has to be chosen such that Ay —
ANiBoKs, i =2,...,n is invertible.

Following the item (III) in the discussion above we introduce

u(t) = (T @ Lnp)u(t)
(i (H)7,...,
ANiKozi(t), Yiel,...,n. (10)

and we notice that u(t) = Un(t)T) T with
u;(t) = =N Kq2(t) —
Moreover, it is straightforward that

u(t) " (

:ﬂ() (71®R

~( ) (TTT @ Ryu(t)

Z u;(t Ru7

Remark 3 It is worth noting that using the change of vari-
ables (4) the global cost J in the left hand side of (3) can
be rewritten as a sum of individual costs associated with the
systems in (7):

I, ® R)u(t) =

J= /OO ()" (D®I,,)z@) + 2(t) (D ® I,, ) 2(t)
0
+a(t)" (I, ® R)u(t)dt (11)

_Z(/ N (0 TE: () + NZi(8) T Z(8)
()T Ra(t)dt) = E_I

where for all i =1,...,n one has

T = /oo N () T () + Xz (8) T 2i(t) +70(t) T R (t)dt.
0
(12)

4 Decentralized control design for synchronization

In this section we derive conditions under which the decen-
tralized synchronization is feasible (see Assumption 3 and
Theorem 4). Moreover, we present a control design proce-
dure yielding common gains K and K5 in (2) that synchro-
nize the singularly perturbed dynamics (1). The design of
the decentralized guaranteed cost controller is postponed to
section 5.



Before giving our result, let us introduce some notation that
allows at completely decouple the slow and fast dynamics
that occur in the overall system (see (Kokotovi¢ et al. 1999)
for details). We define the reduced-order (slow) systems by:

{@,At) = Ao 5(t) — \iBotis(t), Ti,5(0) = 7;(0)
1=1,...,n

where 4; 5(t) = KoZ; , with Ky to be designed in order
to simultaneously stabilize the systems above, Ay = A1 —
A12A521A21 and BO = Bl — A]_QA;Q]'BQ. Consequently,
one has Z; 4(t) = —142_21 (A21 — )\iBgKo)ii,s(t) and the
corresponding boundary-layer (fast) systems are

EZ,‘J(I&) = (A22 — )\iBQKQ)éi)f(t),
Zi,7(0) = Z(0) — %,5(0)
Problem 1: For A € RP*P, B € RP*™ and 0 < Ay < A3 <

... < A\, find K € R™*P guch that for : = 2,...,n the
matrices A — \; BK are Hurwitz.

Proposition 3 If the pair (A, B) is stabilizable then there
exists K solving Problem 1.

Proof. If (A, B) is stabilizable then (A, \* B) is stabilizable
too. This is equivalent with the existence of P = PT > 0
and K € R™*P such that

(A= XNBK)"P+P(A-XBK)<0. (13)
Since P > 0 one has that P is invertible. Using the notation

S =P !land W = KS the matrix inequality (13) can be
equivalently rewritten as an LMI (see (Boyd et al. 1994)):

SAT + AS — X (WTB"T + BW) <0,
which can be also seen as

AT A

St s (W'B" + BW) <.

Following again (Boyd et al. 1994, Section 2.6.2), the last
LMI is equivalent with the existence of o > 0 such that

AT A
+-—-S—-0BB' <0. (14)

S
A*

Consequently, the pair (A, B) is stabilizable is equivalent
with the existence of ¢ > 0 and S = ST > 0 satisfying
(14). It is noteworthy that a stabilizing feedback for the pair

A, \*B) is defined by K = IBTs. Consequently, (14)
2
implies

SAT + AS < MoBB" < X\oBB',i=2,...,n,

yielding

AT A
—~S—0oBB' =2,...
y +>\iS o <0, 1 ey T,

S

which means that K = 2 BT S is a stabilizing feedback
for all the pairs (4, \;B), i =2,...,n.

Throughout the rest of the paper, the following assumption
is imposed.

Assumption 3 The pairs (Ao, By) and (Ass, Bo) are sta-
bilizable.

Theorem 4 Under Assumption 3, there exist Ko and K
such that for i = 2,...,n the matrices Asg — \; Bo Ko and
Ao — N\;BoKy are all Hurwitz. Then, there exists €* > 0
such that for all € € (0,e*| the controllers (2) with

Ky = (I, — K2 A3y Bo) Ko + Ko Ay Agy.

asymptotically synchronize with local information the sys-
tems (1).

Proof. Following (Kokotovi¢ et al. 1999), the choice of
K, and K> as in the statement above ensures that for ¢ =
2,...,n the systems in (7) are asymptotically stable. More-
over, for all ¢ € (0,¢*] and all ¢ > 0 one has

SH

z(t) = i‘i,s(t) + 0(6)7
Zi(t) = —Agy (Ao1 — NiBaKo) T s(t) + Zi, 4 (t) + O(e).

We recall here that the asymptotic synchronization is equiv-
alent with

lim (L ® I,,)z(t) =0 and Jim (L® I, )z(t)=0

t—o0 —»00

which hold true since

-
(L& L,)2(t) = (D@ 1,) () = [0, Aofa. ..., At |
and

.
(L9 1)2(t) = (D@ L)5(0) = [0, A0, ... A |

Theorem 4 basically says that in order to asymptotically
synchronize systems in (1) we have to separately synchro-
nize the fast and slow dynamics by stabilizing the dynam-
ics of the error between the different systems. Notice that
all the agents have to solve two LMIs of type (14). These
LMIs have as parameters A, B and A\* which are identical
for all the agents. Consequently, as far as they use a similar
LMI solver, the agents will find similar S and o leading to



similar Ky, Ko and therefore K. This justifies the supple-
mentary constraint of identical gains that we imposed in the
design of the local controller. Another strategy would be to
solve the LMIs once in a central computer and make just the
implementation decentralized. In other words the controller
gains K7 and K are provided by the central computer to the
agents and the agents use them to build their decentralized
controllers based on local information.

Corollary 1 Let K be designed such that fori = 2,...,n
the matrices Ay — \; Bo Ko are Hurwitz. If the matrix Ass
is Hurwitz the controllers w; in (2) with K1 = Ky and
Ky = 0y, xn., asymptotically synchronize the systems (1).

It is noteworthy that the controller design can be done in a
decentralized manner since each agent needs to use only \*
in order to get Ko and K respectively.

5 Guaranteed cost control design

In this section, we enforce the state feedback simultaneous
stabilization problem (SFSS) by considering the additional
constraint that consists in ensuring a guaranteed cost on
control effort.

5.1 Guaranteed cost control problem for simultaneous sta-
bilization

Consider the linear singularly perturbed system (7) which is
equivalent with :

where € > 0, &;(t) € R™, Z;(t) € R™= are the components
of the state variables defined in (4) and w; € R™ is the
control input defined in (10).

We recall that the synchronization problem of the systems
(1) is translated into a simultaneous stabilization problem
of systems (7) or equivalently (15). Furthermore, as shown
in (11), the global cost associated with the asymptotic syn-
chronization of the n singularly perturbed systems (1) can
be seen as the sum of n individual costs associated with the
stabilization of systems (7).

Remark 4 Since A\ = 0 it is noteworthy that jl =0.

In the following, for all + = 2,...,n, we rewrite jl more
compactly as:

ji:/oo (X (t) i () + Wi (¢) TR (8))dt,  (16)
0

where %;(t) = [#(t)7,%(t)T] € Rmx="s+n: and the
control input weight matrix R € R™*™ is symmetric posi-
tive definite.

Definition 5 We say that B3; is a guaranteed cost for the it"
system in (15) with the control law U;(t) if the value of the

cost function (16) satisfies the inequality J; < [3;.

If there exists a guaranteed cost 5; > 0 such that the closed-
loop value of the cost function (16) §atisﬁes J;i < B; forall
i =2,...,n then a guaranteed cost J = (n—1) Inax (Bs)

is ensured for the global control performance required to
asymptotically synchronize the collective closed loop dy-
namics (1).

It is noteworthy that the controller in (10) which are used in
(16) requires knowledge on the Laplacian eigenvalues. This
means that the designed controller cannot be decentralized
although it can be chosen to minimize the global cost func-
tion J in (3). However, according to Assumption 2, the only
available graph information consists in its connectivity.

5.2 Decentralized guaranteed cost control design

In this subsection, we present the design of a decentralized
guaranteed cost control law that simultaneously stabilizes
the closed-loop singularly perturbed uncertain systems (15)
with respect to an adequate level of performance fixed by
an upper bound on the integral cost function (16). Before
providing the control design, let us introduce the following
partitioned matrices

A A B
AE _ 11 12 ’ BE _ 1
6711421 6711422 571B2

System (15) can be rewritten as follows :

Xi(t) = AX(t) + Baui(t), Vi=2,....,n  (17)
with the feedback control law u; = F;t,; defined by u; of
the form

ii(t) = —K %(t) (18)
where K = [K;, Ks] € R™*™x and F; € R™*"= defined
as

F,=X\1,,. 19)

From basic properties of the Laplacian matrix (Remark 1),
one can conclude that, for a given undirected graph of n
vertices, the following holds :

(AL, < F'F,<(\°)LL,.,i=2,....,n  (20)

Therefore, a general manner of studying (17) without the
knowledge of F; is to analyse the system

X(t) = A.X(t) + B.Fi(t), 1)



with F' an uncertain matrix satisfying (20). It is noteworthy
that (20) is so called ”norm bounded uncertainty” in robust
control literature (see (Garcia et al. 1998)). Of course, this
approach will introduce a certain degree of conservatism
which cannot be avoided when we disregard the network

topology.

Remark 5 Under Assumption 3, there exists €* > 0 such
that for all € € (0,e*], the pair (Ac, B.) is stabilizable.

Theorem 6 Consider the uncertain system (21) and sup-
pose Assumptions 2 and 3 hold. Then, there exists €* > 0
such that for each ¢ € (0, e*| the following Riccati equation:

P.A+Al P.—2(\)? P.B.R™'B] P.4)°1,,, = 0 (22)

admits a positive definite symmetric solution P.. Moreover,
the controller

u(t)= -\ R'BIP.%5(t), Vie2,...,n (23)
stabilizes (17). Furthermore, a guaranteed cost [; =

%;(0) T P.x,(0) is achieved for the it" system in (17) using
the controller (23).

Proof. We split the proof into two steps as follows. The first
one focuses on the design of a common Lyapunov function
for the systems in (17) while the second deals with the design
of the decentralized controller ensuring a guaranteed cost.
Step 1. For the singularly perturbed systems (17) we search
a common Lyapunov function of the form

V(%) = % (1) X (4)

such that:

IIAljn (Alil(t)—ril (t)—&—ﬂz (t)TRﬂi (t)—l—V(t, il)) =0 24

Usg
According to Remark 5, there exist a positive definite sym-
metric matrix P. and a constant £¢* > 0 such that for all
e € (0,e*) one has :

Al P.4+P.A.—2(\*)?P.B.R™'B] P.4+-)\°I,, = 0. (25)

Using Assumption 2, one has \* < A\; < A° for all ¢ =
2,...,n. Recalling that F; = \;I,,, it follows that:

(\)?B.R'B! < B.F;,R'F/B]

Consequently, for any ¢ € (0,&*) and for all i = 2,...,n,
the positive definite symmetric solution of (25) satisfies the
following Riccati inequality:

Al P.+P.A.—2P.B.F;,R™'F, Bl P.+\iI,,, <0 (26)

Therefore, for all € € (0,e*) along the trajectories of (17)
one has that

V(t, iz) < —/\iii(t)Tii(t)—ﬂi(t)TRﬂi(t), Vi = 2, ey

Let us now find a suitable controller that solves (24). Let
the Hamiltonian of the %" system in (17):

H;(X;,u;,t) = )\,;i,;(t)T?q(t) + ﬂ,;(t)TRﬁi(t)
+ %) TPX(t) + %(t) T Pxi(t)

which is equivalent with

H; (ii, Ui, t) = \iX; (t)T}’\(’i (t) + (t)TRﬂl (t) 27
+ [AXi (1) + B-Fi (1)) X, (t)
+ iz (t)TPE [Aeil (t) + BEFiai (t)]

The necessary optimality condition V~ H;(X;,u;,t) = 0
implies that 2F," B] P.x;(t) + 2Ru;(t) = 0. Consequently,
one obtains that an optimal controller for the i** system in
(17) is defined by:

u;(t) = —R7'F B] P.x;(t) = —\;,R™'B] P.x;(t)
(28)
Step 2. It is noteworthy that the controller in (28) is optimal
(but not decentralized) for (17) with the cost function (16).
To obtain a decentralized controller we relax the optimality
requirement and we only ask to ensure a guaranteed cost. In
this case the control design is simply obtained as (23):

ur(t) = —N"R7'B] P.x;(t).

The controller (23) ensures that (25) holds and consequently
(26) holds as well. Therefore,

7= / TN + ()T it (b)) dt
0
< V(0,%;(0)) =%;(0) T P.%;(0), Vi =2,...,7n
where %;(0) = [#;(0) T, %(0)7]T.

Remark 6 Although the individual cost functions J; in (16)
depend on \;, the individual guaranteed costs 3; do not.
Consequently, the global guaranteed cost J do not depend
on X;. This means that both the decentralized controllers
(23) and the guaranteed cost are independent of \; and they
depend only on the network size: n.

Now our problem is stated as finding the matrix P, which
through conditions in Theorem 6, determines the solution to
the guaranteed cost control problem for the i singularly
perturbed system. Indeed, the Riccati equation (22) is first
solved for P. and then the guaranteed cost controller gains
are obtained by substituting the Riccati solution to (23).



Remark 7 Note that the obtained cost 3; in Theorem 6 de-
pends on the initial conditions %;(0) and 2;(0). This depen-
dance can be removed by assuming that initial conditions are
zero mean random variables with E[X;(0) X;(0) "] = I,,,..

5.3  Numerical implementation for decentralized guaran-
teed cost control design

It is important to stress that some numerical problems may
arise in solving equation (22) because of the different mag-
nitudes of its coefficients caused by the small parameter €.
Inspired by (Mukaidani, Xu & Okita 1999) we provide in
this subsection an approach that overcomes these computa-
tion difficulties. The idea is to transform the full-order Ric-
cati equation (17) depending on ¢ into slow and fast Riccati
equations independent of €. Doing so, we find a stabilizing
solution for the guaranteed cost control problem of singu-
larly perturbed uncertain system (21).

First, let us introduce the following lemma that will be used
to solve the algebraic Riccati equation (22).

Lemma 7 The algebraic Riccati equation (22) is equivalent
to the following Riccati equation :

PA+ATP—-2(\)?PBR'B'P+)\°I,, =0 (29)

where P=T.1P., A=T.A., B=T.B,,
P, Pl =pr
o= "M ST such thar {P“ PlTl (30)
ePs1 ePoy Py = P22
Onm,nz

In
I e — :
Onz,n,,. Elnz

Further, by making use of relation (30), the controller gain
in (23) becomes

> , forall € € (0,e").

K=[Ki, K;]J=R 'BTP. (31)

It is worth noting that P. = '/ P = PTT. is symmetric
but P is not. The proof of Lemma 7 is omitted since it
is similar to the proof of Lemma 3 in (Mukaidani, Xu &
Mizukami 1999). In order to avoid this dependence on &
while guaranteeing the existence of a bounded solution P
when ¢ = 0 and its neighborhood, we use a similar reasoning
with the one in Theorem 2 in (Mukaidani, Xu & Okita 1999).
Doing so, for € = 0 the Riccati equation (29) becomes:

. — . — o~

Py A+ Al Py 4 Py Agy + Ag Pay — P11S11 P1y
T e — —- o~ = T~ — .

— Py S{5P11 — P11S12Po1 — Py S92 Py + \°I,, =0

(32)
. _ _ ~ o~
Poy Aoy + Aly P11 4 AgyPa1 — PyyS12P11 — P22S92Pay
=0 (33)
. — —_ o~ — o
PoyAsg + AgyPas — P22S29Pag + \°T,_ =0 (34)

where P11, Pa1, Py are the limiting solutions when & — 0
and

~ S S
S=2(\*)?BR'BT = ( le 32> .
St S22
Let us define the following set :

Ly = {n > 1, such that the Riccati equation (34) has a
positive definite solution},

Note that Aoy — §22F22 is non-singular. Thus, equations
(32)-(34) become as follows :

PAg+ APy — P11SoP11 4+ Qo =0 (35)
Py = —N, + N/ Py (36)
PasAgy + AgyPag — P23 S9oPas +nl,. =0  (37)
where
Ny = —D1D;', Ny = Aj PypD5?

Qo = nl,, — NaAg — AJy Ny — ]\72522]\72T

and _ ~ ~
Ay = Ay + NyAgy + S12N) + Ny SNy

So = §11 + N1§;—2 + glleT + N1§22N1T
Dy = Ajg — S15Pg, Dy = Agy — Sy Py

Let us also introduce :

Ls = {n > 1, such that the Riccati equation (35) has a
positive definite solution}.

Then, we have the following result.

Theorem 8 Foralln € L, there exists 0 < & < * such that
forall e € (0,2), the generalized algebraic Riccati equation
(29) has a positive definite solution of the form

p_ <P11 + O(e) 5?12 + O(e?) )
Py + O(e) Pas + O(e)

where L = L () Ly. Thus, a guaranteed cost controller is
given by (23) with P. = T'] P is a positive definite matrix
solving the Riccati equation (22).

Theorem 8 implies that, if the Riccati equation (29) has a
positive matrix solution P then the solution P. of (22) will
be the smallest upper bound on the criterion (16).

Further, the controller (23) guarantees a simultaneous stabi-
lization of the n — 1 subsystems (17) with a guaranteed cost
of value f3;. Consequently, the n singularly perturbed sys-
tems (1) achieve asymptotic synchronization under the state
feedback controller (2) with the matrix gain (31). In addi-
tion, the global control effort required to achieve the syn-
chronization is upper-bounded by J = (n — 1) max (Bs).

i=



6 Numerical examples

In this section, we consider the synchronization of three
agents whose dynamics are given by (1) where :

2.5 —6 2 3 2
Apn = , Ap = , B1 =

-2 2 0 -2 1

0.5 2 -2 1 1
A21 - ) A22 - ) B2 - .

—-11 0 -1 1

To each agent we assign a vector state having 4 components
characterized by slow and fast dynamics.

For any agenti € {1,2, 3}, letus denote by [x; 1, 7; 2] and
[2i1, 2i2] " its slow and fast state’ components, respectively.

The communication network among the 3 agents is de-
scribed by an undirected graph G which is connected and

3 —-1-2
the following Laplacian matrix : L = | -1 3 -2
-2 -2 4

By choosing g, = 1 and gp; = 2, the bounds on the
eigenvalues of L are given by \* = 0.0278 and \° = 6.
In simulation we fix ¢ = 0.01 and the components
of the initial condition are chosen for the 3 agents as
[2.5, 2, —0.5, —1.5], [1.5, 1, 4, —=2], [0.5, —1, 3, 1].
Note that, when rewriting the system dynamics as in (17),
one can verify that Assumption 3 holds and the uncertain-
ties are given by Fi—33 € {4 x Iy, 6 x I4}. We choose
R = 1 in (16) for the cost function. To apply Theorem 6
one needs to compute the matrix P.. In order to do that we
first solve (29) which yields the gain matrix

K =[K, K5] =[38.96, —140.43 , 2.4 , 8.29].

Figures (1) and (2) highlight the simultaneous synchroniza-
tion of the slow and fast dynamics. Next, we apply the con-

T
—
-=-Tap
— T3,
---T32

Time (s)

Fig. 1. The trajectories of &

trol law in (2) with the obtained gain matrix X to the two
time scale model (1). From Fig 3, it can be observed that
the states of the closed-loop systems reach consensus with
a global guaranteed cost J = 295.66.

In order to emphasize the influence of the penalty matrix R,

Time (s)

Fig. 2. The trajectories of Z

5 ---Agent 1 15 ---Agent 1
3 —Agent 2 —Agent 2
4 H == Agent 3 10 - - Agent 3
)
3
\ 5
2 e
g . = 0 ?_i_!;=_==
5 w
Of,» -5
-1 -10
-2
’ -15
_3u"
-2
0 5 10 15 20 0 0 5 10 15 20

Time(s) Time(s)
Fig. 3. State trajectories of the system

in Fig 4 we plot the control law u for R = 1 and R = 10.
As expected, when R increases the controller gains decrease

900 : : ; A—R=1
---R=10
5 500 =
(B — r— n n :
0 0.002 0.004 0.006 0.008 0.01
500
g 250\k
% 0.002 0.004 0.006 0.008 0.01
OF s =
g _700]f
1400 0.002 0.004 0.006 0.008 0.01
Time (s)

Fig. 4. Control input #;—1,2,3 for R = 1 in solid line and R = 10
in dashed line

generating a smaller magnitude of the control input. Solving
(29) for R = 10 one obtains the controller gain

K =[Ki Ky =[4.83, —42.466 , 0.25 , 1.44]

The systems in (1) will synchronize slower with a guaranteed
cost J = 826.375.

7 Conclusion

In this paper we propose a decentralized control strategy that
allows singularly perturbed multi-agent systems to achieve



synchronization with global performance guarantees. The
main difficulty that we have to overcome is that we have
to avoid the use of centralized information related to the
interconnection network structure. This problem is solved
by sequentially rewriting the synchronization problem in
terms of simultaneous stabilization of singularly perturbed
systems and then as stabilization of a singularly perturbed
uncertain linear system. The singularly perturbed dynamics
of subsystems generates theoretical challenges related to
the stabilizing controller design but also numerical issues
related to the computation of the controller gains. We show
that these problems can be solved by decoupling the slow
and fast dynamics.

Acknowledgment

We thank Luca Zaccarian for pointing an error in the proof
of (Rejeb et al. 2016, Proposition 4). This error has been
corrected in the proof of Proposition 3 of this paper.

References

Boyd, S., El Ghaoui, L., Feron, E. & Balakrishnan, V. (1994),
Linear Matrix Inequalities in system and control theory,
SIAM.

Busoniu, L. & Morarescu, I.-C. (2014), ‘Consensus for
black-box nonlinear agents using optimistic optimiza-
tion’, Automatica 50(4), 1201-1208.

Bullo, E., Cortés, J. & Martinez, S. (2009), Distributed Con-
trol of Robotic Networks. A Mathematical Approach to
Motion Coordination Algorithms, Princeton University
Press.

Cao, Y. & Ren, W. (2010), ‘Optimal linear-consensus al-
gorithms: An lqr perspective’, IEEE Transactions on
Systems, Man, and Cybernetics, Part B (Cybernetics)
40(3), 819-830.

Cortés, J. & Bullo, F. (2005), ‘Coordination and geometric
optimization via distributed dynamical systems’, SIAM J.
Control Optim. 44(5), 1543-1574.

Friedland, S. & Nabben, R. (2002), ‘On cheeger-type in-
equalities for weighted graphs’, Journal of Graph Theory
41(1), 1-17.

Garcia, G., Daafouz, J. & Bernussou, J. (1998), ‘H,
guaranteed cost control for singularly perturbed uncer-
tain systems’, IEEE Transactions on Automatic Control
43(9), 1323-1329.

Garcia, G., Daafouz, J. & Bernussou, J. (2002), ‘The in-
finite time near optimal decentralized regulator problem
for singularly perturbed systems: a convex optimization
approach.’, Automatica 38(8), 1397-1406.

Godsil, C. & Royle, G. (2001), Algebraic Graph Theory,
Springer-Verlag, New-York.

Hassan, J. & Shamma, J. (2016), Decentralized energy aware
co-optimization of mobility and communication in mul-
tiagent systems, in ‘55th IEEE CDC"’.

10

Hegselmann, R. & Krause, U. (2002), ‘Opinion dynamics
and bounded confidence models, analysis, and simula-
tion’, Journal of Artificial Societies and Social Simulation
5(3).

Hodgkin, A. & Huxley, A. (1952), ‘A quantitative descrip-
tion of membrane current and its application to conduc-
tion and excitation in nerve’, The Journal of Physiology
117, 500-544.

Jadbabaie, A., Lin, J. & Morse, A. S. (2003), ‘Coordina-
tion of groups of mobile autonomous agents using near-
est neighbor rules’, IEEE Trans. on Automatic Control
48(6), 988-1001.

Khalil, H. (2001), Nonlinear Systems (Third Edition), Pren-
tice Hall.

Kim, Y. & Mesbahi, M. (2006), ‘On maximizing the second
smallest eigenvalue of a state-dependent graph laplacian’,
IEEE Transactions on Automatic Control 51(1), 116-120.

Kokotovié, P., Khalil, H. & O’Reilly, J. (1999), Singular per-
turbation methods in control: analysis and design, SIAM
Series in Classics and Applied Mathematics.

L.Chen & Aihara, K. (2002), ‘A model of periodic oscillation
for genetic regulatory systems’, IEEE Transactions on
Circuits and Systems 49(10), 1429-1436.

Malloci, 1., Daafouz, J. & Tung, C. (2009), Stabilization of
continuous-time singularly perturbed switched systems,
in ‘Proc. of the 48th IEEE Conference on Decision and
Control’.

Moreau, L. (2005), ‘Stability of multiagent systems with
time-dependent communication links’, IEEE Trans. on
Automatic Control 50(2), 169-182.

Mordrescu, 1.-C. & Girard, A. (2011), ‘Opinion dynamics
with decaying confidence: Application to community de-
tection in graphs’, IEEE Trans. on Automatic Control
56(8), 1862 — 1873.

Mordrescu, 1. C., Michiels, W. & Jungers, M. (2016), ‘Ef-
fect of a distributed delay on relative stability of diffusely
coupled systems, with application to synchronized equi-
libria.’, IJRNC 7(26), 1565-1582.

Mukaidani, H., Xu, H. & Mizukami, K. (1999), ‘Recur-
sive approach of h control problems for singularly per-
turbed systems under perfect- and imperfect-state mea-
surements’, International Journal of Systems Science
30(5), 467-4717.

Mukaidani, H., Xu, H. & Okita, T. (1999), Robust stabiliza-
tion of non-standard singularly perturbed systems with
uncertainties, in ‘IFAC World Congress,’, Vol. 151, p. 156.

Pavlopoulos, G., Secrier, M., Moschopoulos, C., Soldatos,
T., Kossida, S., Aerts, J., Schneider, R. & Bagos, P. G.
(2011), ‘Using graph theory to analyze biological net-
works’, BioData Mining 4(10), 1-27.

Rejeb, J. B., Moriarescu, I. C. & Daafouz, J. (2016), Synchro-
nization in networks of linear singularly perturbed sys-
tems, in ‘American Control Conference’, pp. 4293-4298.

Steur, E., Tyukin, I. & Nijmeijer, H. (2009), ‘Semi-passivity
and synchronizationof diffusively coupled neuronal oscil-
lators’, Physica D (238), 2119-2128.



