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Abstract—This paper deals with Fault Tolerant Control design for continuous nonlinear Takagi-Sugeno faulty systems. The goal is to ensure both state and fault estimation and the state reference tracking even if faults occur. In this study, the faults affecting the system behavior are considered as time varying functions modeled by exponential functions or first order polynomials. Based on descriptor redundancy property, solutions are proposed for both cases, exponential and polynomial faults, in terms of Linear Matrix Inequalities (LMI). In order to illustrate the applicability and the effectiveness of the proposed approaches, numerical examples are considered.

I. INTRODUCTION

The modern control of physical systems uses new algorithm approaches in order to increase the performances and the safety requirements. The classical control methodologies for nonlinear complex systems can lead to unsatisfactory performances, or even in some cases, to the instability if any malfunction occurs in the process components (as sensors or actuators). To overcome these drawbacks, new control system techniques have been developed in order to guarantee the overall system stability and acceptable performances, despite the failure situation. This new strategy of system control is called Fault Tolerant Control (FTC). The main idea of this strategy relies on the adaptation of the control law on the basis of the estimation of the faults affecting the system. Many works dealing with FTC design have been developed. For example, in the linear framework, the FTC problem is widely treated [1][2][3][4][5][6][7][8]. However in practice, most of physical systems are nonlinear, hence, it is primary to consider the FTC design for nonlinear systems. Some approaches dealing with this problem are proposed by [9][10][11]. Nevertheless, these approaches are applied only when the operating points change or the fault occurs. Thus, the approaches taking into account the changes caused by both operating point variations and fault are not yet available (for more details, the reader can refer to [7]). Indeed, a way to overcome the existing FTC approach drawbacks is to consider the nonlinear Takagi-Sugeno models [12]. This class of models allows representing exactly the overall nonlinear system dynamics is obtained by blending together all the LTI models with nonlinear functions. Since introducing Takagi-Sugeno models, many works dealing with stability, stabilization and estimation have been developed [13][14][15][16]. Nevertheless, the FTC design problem has been few treated. For example, the trajectory tracking FTC design for Takagi-Sugeno model subject to actuator constant fault has been developed by [17], when the premise variables are measurable and by [18][19] when they are unmeasurable. In these studies, the estimation of the constant faults is obtained by using proportional integral observers. Many papers reported that, on a practical point of view, even if the considered faults are not constant but only slow varying (with regards the dynamics of the system), the proposed observers provide good results.

However, in this paper, our goal is to study the problem of FTC design for Takagi-Sugeno models subject to time varying faults. The idea is to take into account an a priori knowledge about the faults acting on the system and investigate how the fault estimation can take advantage of that. Two particular fault models are considered: exponential function and first order polynomial. Thus, two approaches are proposed to ensure the state tracking between the healthy system and the faulty ones.

The following notations are considered to improve the paper readability: $X_{\mu} = \sum_{i=1}^{n} \mu(t_i)X_i$. In a block matrix, a star, $\ast$, denotes the transposed element in the symmetric position and $\text{diag}(\Theta_1,...,\Theta_r)$ is a block diagonal matrix which diagonal entries are defined by $\Theta_1,...,\Theta_r$. The following lemmas are needed to provide LMI conditions.

Lemma 1 [20]: Consider two real matrices $\Pi$ and $Z$ with appropriate dimensions, for any positive scalar $\tau$ the following inequality holds:

$$\Pi^T Z + Z^T \Pi \leq \tau \Pi^T \Pi + \tau^{-1} Z^T Z \quad (1)$$

Lemma 2 [24]: Consider the matrices $T_i = T_i^T$, $i \in \{0,...,k\}$. The following expressions are equivalent:

$$\forall \zeta, \zeta^T T_0 \zeta \geq 0 \text{ and } \zeta^T T_i \zeta \geq 0, \forall i \in \{1,...,k\} \quad (2)$$

$$\exists \rho_1 \geq 0,...,\rho_k \geq 0 \text{ such that } \forall \zeta, T_0 \sum_{i=1}^{k} \rho_i T_i \geq 0 \quad (3)$$
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II. PROBLEM FORMULATION

Let us consider the following reference model:

\[
\begin{align*}
\dot{x}(t) &= \sum_{i=1}^{r} \mu_i(\xi(t))(A_ix(t) + B_iu(t)) \\
y(t) &= \sum_{i=1}^{r} \mu_i(\xi(t))(C_ix(t) + D_iu(t))
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \), \( y(t) \in \mathbb{R}^p \) and \( u(t) \in \mathbb{R}^m \) are respectively the state, the output, and the control input. The \( r \) submodels are defined by the matrices \( A_i \in \mathbb{R}^{n \times n} \), \( B_i \in \mathbb{R}^{n \times m} \), \( C_i \in \mathbb{R}^{p \times n} \) and \( D_i \in \mathbb{R}^{p \times m} \). \( \mu_i(\xi(t)) \) are the nonlinear functions depending on the variable \( \xi(t) \) which can be measurable \( (u(t) \text{ or } y(t)) \) or unmeasurable \( (x(t)) \). These nonlinear functions satisfy the convex sum property: \( \forall t \)

\[
\sum_{i=1}^{r} \mu_i(\xi(t)) = 1
\]

Let us consider the following faulty system:

\[
\begin{align*}
\dot{\hat{x}}(t) &= \sum_{i=1}^{r} \mu_i(\xi(t))(A_ix(t) + B_iu_f(t) + G_if(t)) \\
\dot{y}(t) &= \sum_{i=1}^{r} \mu_i(\xi(t))(C_ix(t) + D_iu_f(t) + W_if(t))
\end{align*}
\]

where \( x_f(t) \in \mathbb{R}^n \), \( y_f(t) \in \mathbb{R}^p \), \( f(t) \in \mathbb{R}^q \) and \( u_f(t) \in \mathbb{R}^m \) are respectively the faulty state, the faulty output, the fault affecting the system and the fault tolerant control vectors, \( G_i \in \mathbb{R}^{n \times q} \) and \( W_i \in \mathbb{R}^{p \times q} \) are the transfer matrices of the faults on the system. The fault tolerant controller design methodology is based on the following scheme.

In order to ensure the tracking between the healthy system states and the faulty system ones, we consider the following FTC law given by:

\[
u_f(t) = u(t) + \sum_{i=1}^{r} \mu_i(\xi(t)) \left( K_i \left( x(t) - \hat{x}_f(t) \right) - K_f^i \hat{f}(t) \right)
\] (7)

where \( K_i \in \mathbb{R}^{m \times n} \) and \( K_f^i \in \mathbb{R}^{m \times q} \) are the state feedback gain matrices to be determined. In this study, an observer is needed to estimate simultaneously the faults and the faulty system states. The observer structure is given by:

\[
\begin{align*}
\dot{\hat{x}}_f(t) &= \sum_{i=1}^{r} \mu_i(\xi(t))(A_i\hat{x}_f(t) + B_iu_f(t) + G_i\hat{f}(t) + \varphi_i(t)) \\
\dot{\hat{y}}(t) &= \sum_{i=1}^{r} \mu_i(\xi(t))(C_i\hat{x}_f(t) + D_iu_f(t) + W_i\hat{f}(t)) \\
\dot{\hat{f}}(t) &= \sum_{i=1}^{r} \mu_i(\xi(t))(H_i^f (y_f(t) - \hat{y}(t)) - H_f^i \hat{f}(t))
\end{align*}
\] (8)

with \( \varphi_i(t) = H_f^i (y_f(t) - \hat{y}(t)) \). The observer’s gain matrices \( H_f^1 \in \mathbb{R}^{n \times p} \), \( H_f^2 \in \mathbb{R}^{q \times p} \) and \( H_f^3 \in \mathbb{R}^{q \times q} \) are to be designed. With this FTC controller structure, one can remark that fault detection and isolation are performed since an estimate of the fault affecting the system is available.

III. FAULT TOLERANT CONTROLLER DESIGN

Along of this study, we assume that:

1) The faults and the system states are observable from the output.
2) The nonlinear functions depend only on the measurable variables \( y(t) \) or \( u(t) \).
3) The considered fault functions are differentiable.

A. FTC for exponential faults

Assume that the faults affecting the system are modeled by exponential function \( f_i(t) \equiv e^{\alpha_i t + \beta_i} \), with \( \alpha_i, \beta_i \in \mathbb{R} \), \( i = 1, \ldots, q \). In the next, we consider that \( \alpha_i = \alpha_0 + \Delta\alpha_i \), which allows defining a set of exponential functions, \( \alpha_0 \) and \( \Delta\alpha \) representing respectively the nominal and the uncertain parts of \( \alpha_i \). Let us define \( \alpha = \text{diag} (\alpha_1, \ldots, \alpha_g) \), \( \alpha_0 = \text{diag} (\alpha_{01}, \ldots, \alpha_{0q}) \), and \( \Delta\alpha = \text{diag} (\Delta\alpha_1, \ldots, \Delta\alpha_g) \). The uncertain part can be bounded as:

\[
(\Delta\alpha)^T \Delta\alpha \leq \nu
\] (9)

where \( \nu \in \mathbb{R}^{q \times q} \) is a known diagonal positive definite matrix.

Let us respectively define the state and fault estimation errors as: \( e_x(t) = x_f(t) - \hat{x}_f(t) \) and \( e_f(t) = f(t) - \hat{f}(t) \). Let us also define the state tracking error \( e_p(t) = x(t) - x_f(t) \), the output error \( e_y(t) = y(t) - \hat{y}(t) \) and the error between the nominal and FTC control signals \( e_u(t) = u(t) - u_f(t) \).

According to the above notations, the dynamics of \( e_p(t) \) and \( e_x(t) \) are given by:

\[
\begin{align*}
\dot{e}_p(t) &= A\mu e_p(t) + B\mu e_u(t) - G\mu f(t) \\
\dot{e}_x(t) &= A\mu e_x(t) + G\mu e_d(t) - H^1 \mu e_y(t)
\end{align*}
\] (10)

(11)

Since \( f(t) = \alpha f(t) \), the dynamics of the fault estimation error is given by:

\[
\dot{e}_d(t) = \alpha f(t) - H^2 \mu e_y(t) + H^2 \mu \hat{f}(t)
\] (12)

By adding and subtracting \( H^2 \mu \hat{f}(t) \) in (12), one can obtain:

\[
\dot{e}_d(t) = -H^2 \mu e_y(t) - H^2 \mu e_d(t) + (\alpha + H^2) f(t)
\] (13)
The substitution of the expression of $e_i(t)$ in (11) and (13) and the expression of $e_u(t)$ in (10), leads to introducing multiplications between the system matrices and the ones of the observer and the controller. This coupling leads to conservative results. A way to overcome this problem is to introduce a "virtual dynamics" in the $e_i(t)$ and $e_u(t)$ equations [21][22][23]. This craftiness allows decoupling the system, observer and FTC controller matrices in the expressions of the error dynamics. Hence, $e_i(t)$ and $e_u(t)$ can be rewritten as:

$$0\dot{e}_i(t) = -e_i(t) + C_\mu e_i(t) + W_\mu e_d(t) \quad (14)$$

where $0 \in \mathbb{R}^{p \times p}$ is a zero matrix.

Adding and subtracting $K_\mu x_f(t)$ and $K_\mu f(t)$ in $e_u(t)$, one can obtain:

$$0\dot{e}_u(t) = -K_\mu f(t) + K_\mu e_d(t) + K_\mu e_u(t) + K_\mu e_i(t) + e_u(t) \quad (15)$$

where $0 \in \mathbb{R}^{m \times m}$ is a zero matrix. The concatenation of (10), (11), (13), (14) and (15) leads to the following descriptor representation:

$$E\dot{e}(t) = \tilde{A}_\mu \ddot{e}(t) + \tilde{B}_\mu f(t) \quad (16)$$

where $E = \text{diag}(I_n, I_n, I_n, 0_p, 0_m)$.

$$\tilde{e}^T(t) = (e_p^T(t), e_d^T(t), e_i^T(t), \bar{e}^T(t))$$

$$\tilde{A}_\mu = \begin{pmatrix} A_\mu & 0 & 0 & 0 & B_\mu \\ 0 & A_\mu & G_\mu & -H_1^1 & 0 \\ 0 & 0 & -H_2^1 & -H_2^2 & 0 \\ 0 & C_\mu & W_\mu & -I & 0 \\ -K_\mu & -K_\mu & -K_\mu & 0 & -I \end{pmatrix}$$

and

$$\tilde{B}_\mu = \begin{pmatrix} -G_\mu^T & 0 & (\alpha + H_2^1)^T & 0 \end{pmatrix} \begin{pmatrix} K_\mu^T \end{pmatrix}.$$ 

From the structure of the matrices $E$ and $\tilde{A}_\mu$, we remark that the descriptor (16) is impulse-free. The main interest of the descriptor approach is to avoid products of system, observer and controller gains in the LMI, and thus obtain more tractable and less restrictive conditions.

The main provided results are summarized in the following theorem 1.

**Theorem 1**: The system (16) that describes the different estimation errors is stable and the $\mathcal{L}_2$-gain from the faults to the state tracking error, the state and fault estimation errors must therefore satisfy the following inequality:

$$\tilde{e}^T(t)EP\ddot{e}(t) + \ddot{e}^T(t)EP\ddot{e}(t) + \ddot{e}^T(t)\dddot{e}(t) - \gamma^2 f^T(t)f(t) < 0 \quad (21)$$

Considering (19) and substituting (16) in (21), one can obtain:

$$\begin{pmatrix} \dddot{e}(t) \\ f^T(t) \end{pmatrix}^T \begin{pmatrix} \tilde{A}_\mu^TP + P\tilde{A}_\mu + E & * \\ * & -\gamma^2 \end{pmatrix} \begin{pmatrix} \dddot{e}(t) \\ f(t) \end{pmatrix} < 0 \quad (22)$$

The inequality (22) is fulfilled if:

$$\begin{pmatrix} \tilde{A}_\mu^TP + P\tilde{A}_\mu + E & * \\ * & -\gamma^2 \end{pmatrix} < 0 \quad (23)$$

The structure of the Lyapunov matrix $P$ is chosen as follows:

$$P = \begin{pmatrix} P_1 & 0 & 0 & 0 \\ 0 & P_7 & 0 & 0 \\ 0 & P_{16} & P_{17} & P_{18} \\ 0 & 0 & P_{19} & 0 \\ 0 & 0 & 0 & P_{25} \end{pmatrix} \quad (24)$$

Clearly, this structure is not the general one but it limits the coupling between the unknown submatrices to be determined and allows the convergence conditions to be expressed using LMI. According to (19), this latter imposes that $P_1 = P_7^T \geq 0$, $P_7 = P_7^T \geq 0$, $P_{13} = P_{13}^T \geq 0$ and $P_{16}, P_{17}, P_{18}, P_{19}, P_{25}$ are free slack matrices with appropriate dimensions. Considering
(24) and the matrices defined in (16), the mathematical development of (23) leads to:

$$\Xi_{\mu} + \Gamma^T \Omega + \Omega^T \Gamma < 0$$  \hspace{1cm} (25)

where $\Gamma = \begin{pmatrix} 0 & 0 & 0 & 0 \end{pmatrix} \Delta t \),

$$\Omega = \begin{pmatrix} 0 & 0 & P_3 & 0 & 0 \end{pmatrix}$$

and

$$\Xi_{\mu} = \begin{pmatrix} \Psi_{\mu,1} & * & * & * & * & * & * & 0 \\
C_{\mu}^TP_{16} & \Psi_{\mu,2} & * & * & 0 \\
W_{\mu}^TP_{16} & \Psi_{\mu,3} & * & * & * \\
-\mu P_{16} & -P_{25}^TK_{\mu,1} - P_{25}^TK_{\mu,2}^T & 0 & \Psi_{\mu,5} & * \\
-\mu P_{16} & 0 & \Psi_{\mu,3} & 0 & \Psi_{\mu,5} - \gamma^2I \end{pmatrix}$$

with

$$\Psi_{\mu,1} = P_1A_{\mu} + A_{\mu}^TP_1 + I, \\
\Psi_{\mu,2} = P_2A_{\mu} + A_{\mu}^TP_2 + P_{27}^TP_{17} + C_{\mu}^TP_{17} + I, \\
\Psi_{\mu,3} = P_{18}^TT_{\mu} + W_{\mu}^TP_{17}, \\
\Psi_{\mu,4} = P_{19}^TT_{\mu} - P_{17} - (H_{\mu}^T)^TP_{18} + W_{\mu}^T, \\
\Psi_{\mu,3} = -P_{19}^TP_{18} + W_{\mu}^TP_{18}, \\
\Psi_{\mu,4} = P_{19}^TP_{18} - P_{17} - (H_{\mu}^T)^TP_{18}, \\
\Psi_{\mu,5} = -P_{25}^TP_{18} + B_{\mu}^TP_{18}, \\
\Psi_{\mu,6} = \alpha_0P_{13} + (H_{\mu}^T)^TP_{13},$$

Applying lemma 1 on (25), then considering (9), (25) can be bounded as:

$$\Xi_{\mu} + \tau \lambda^T \lambda + \tau^{-1} \Omega^T \Omega < 0$$  \hspace{1cm} (26)

with $\lambda = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \nu $. To provide LMI conditions, we consider the following bijective changes of variables:

$$(H_{\mu}^T)^TP_{13} = M_{\mu}, \\
P_{25}^TP_{27} = F_{\mu}, \\
P_{18}^TP_{17} = R_{\mu}, \\
(H_{\mu}^T)^TP_{2} = S_{\mu},$$

then applying Schur complement [24] on the term $\tau^{-1} \Omega^T \Omega$, thus, the sufficient LMI conditions proposed in theorem 1 hold.

B. FTC for first order polynomial faults

Let us now consider that the fault affecting the system are modeled by the first order polynomial given by:

$$f_i(t) = \lambda_i t + \delta_i$$  \hspace{1cm} (27)

where $\lambda_i \in \Re$ and $\delta_i \in \Re, i = 1, ..., q$. As well as for exponential function, $\lambda = \lambda_0 + \Delta \lambda$, with $\Delta \lambda$ verifying:

$$(\Delta \lambda)^T \Delta \lambda \leq \nu$$  \hspace{1cm} (28)

where $\nu \in \Re^{q \times q}$ is a known diagonal positive definite matrix.

According to (13), the fault estimation error dynamics is given by:

$$\hat{e}_d(t) = -H_{\mu}^T e_{\hat{\mu}}(t) - H_{\mu}^T e_d(t) + (H_{\mu}^T)^T f(t) + \lambda$$  \hspace{1cm} (29)

The combination of (10), (11), (29), (14) and (15) leads to the following descriptor representation:

$$E \hat{e}(t) = \tilde{A}_{\mu} \hat{e}(t) + \tilde{B}_{\mu} f(t) + N$$  \hspace{1cm} (30)

where the matrices $E$ and $\tilde{A}_{\mu}$ are defined in equation (16) and $N^T = \begin{pmatrix} 0 & 0 & \lambda^T & 0 \end{pmatrix}$, $\tilde{B}_{\mu} = \begin{pmatrix} 0 & 0 & \gamma^T & \delta \end{pmatrix}$.

As well as for the case of exponential faults, the obtained descriptor (30) is impulse-free.

The main provided results are summarized in the following theorem 2.

**Theorem 2:** The system (30) that describes the different estimation errors is stable and the $$\tilde{L}_2$$-gain from the faults to the state tracking error, the state and fault estimation errors is bounded by $\sqrt{T}$, if there exists matrices $P_i = P_i^T \geq 0$, $P_{13} = P_{13}^T \geq 0$, $P_{25} = P_{25}^T \geq 0$, $P_{17}$, $P_{18}$, $P_{27}$, $P_{25}$, $F_1$, $R_1$, $S_1$, $Q_1$ and $M_1$ and positive scalars $\gamma$, $\rho$ and $\sigma$ such that the following LMI are verified: for $i = 1, ..., r$

$$\begin{pmatrix} \Phi_{\mu,1} & * & * & * & * & * & * & 0 \\
\Phi_{\mu,2} & C_{\mu}^TP_{16} & \Phi_{\mu,3} & * & * & 0 \\
\Phi_{\mu,4} & W_{\mu}^TP_{16} & \Phi_{\mu,5} & * & * & * \\
-\Phi_{\mu,2} & -P_{25}^TK_{\mu,1} - P_{25}^TK_{\mu,2}^T & 0 & \Phi_{\mu,6} & * \\
-\Phi_{\mu,4} & -P_{16} & \Phi_{\mu,3} & 0 & \Phi_{\mu,6} - \gamma^2I \end{pmatrix} < 0$$  \hspace{1cm} (31)

where

$$\begin{array}{c}
\Phi_{\mu,1} = Y_{\mu,1} + \rho I, \\
\Phi_{\mu,2} = C_{\mu}^TP_{16}, \\
\Phi_{\mu,3} = C_{\mu}^TP_{17}, \\
\Phi_{\mu,4} = C_{\mu}^TP_{17}, \\
\Phi_{\mu,5} = C_{\mu}^TP_{17}, \\
\Phi_{\mu,6} = \lambda_0P_{13}, \\
\Phi_{\mu,7} = \gamma \epsilon p I.
\end{array}$$

**Proof.** Considering (18), (19), (20) and following the same path as for the proof of theorem 1 ((18)-(22)), one can obtain:

$$\begin{pmatrix} \hat{e}^T \\
f^T \end{pmatrix} \begin{pmatrix} \tilde{A}_{\mu}^T P + P^T \tilde{A}_{\mu} + E & * & * \\
\tilde{B}_{\mu}^T P - \gamma^2 I & 0 \end{pmatrix} \begin{pmatrix} \hat{e} \\
f \end{pmatrix} < 0$$  \hspace{1cm} (32)

To ensure the asymptotic convergence to a ball of radius $\epsilon$ of the error dynamics, we consider the following constraint:

$$\|\hat{e}\|_2^2 \geq \epsilon I$$  \hspace{1cm} (33)

with $\epsilon$ is a known small positive scalar. The inequality (33) is equivalent to:

$$\begin{pmatrix} \hat{e}^T \\
f^T \end{pmatrix} \begin{pmatrix} \tilde{A}_{\mu}^T P + P^T \tilde{A}_{\mu} + E & * & * \\
\tilde{B}_{\mu}^T P - \gamma^2 I & 0 \end{pmatrix} \begin{pmatrix} \hat{e} \\
f \end{pmatrix} \geq 0$$  \hspace{1cm} (34)

Applying S-procedure lemma 2 [24] on (33) and (34), one can obtain:

$$\begin{pmatrix} \hat{e}^T \\
f^T \end{pmatrix} \begin{pmatrix} \Psi_{\mu} & * & * & * \\
\tilde{B}_{\mu}^T P - \gamma^2 I & 0 \end{pmatrix} \begin{pmatrix} \hat{e} \\
f \end{pmatrix} < 0$$  \hspace{1cm} (35)
where $\Psi_\mu = \hat{A}_\mu^T P + P^T \hat{A}_\mu + E + \rho I$.

Considering the matrix $N$ defined in (30) and $P$, (35) fulfilled if:

$$\chi_\mu + \Sigma^T \phi + \phi^T \Sigma < 0$$

where $\Sigma = (0 0 0 0 0 0 \Delta \lambda)$, $\phi = (0 0 P_{13} 0 0 0 0)$ and

$$\chi_\mu = \begin{pmatrix} \Psi_\mu^T & \ast \\ \ast & \ast \end{pmatrix} - \gamma^2 I - \varepsilon \rho I$$

Applying lemma 1 on the inequality (36), this latter can be written as:

$$\chi_\mu + \sigma \Sigma^T \Sigma + \sigma^{-1} \phi^T \phi < 0$$

Following the same steps of the proof of theorem 1 from (23) to the end, then applying the Schur complement [24] on the term $\sigma^{-1} \phi^T \phi$, thus, the sufficient LMI conditions proposed in theorem 2 hold

IV. SIMULATION EXAMPLE

In this section, the effectiveness and the applicability of the proposed approach are illustrated. An academic example is considered since the main purpose of this paper is theoretical. Let us consider the following Takagi-Sugeno model:

$$\begin{aligned}
\dot{x}(t) &= \sum_{i=1}^2 \mu_i(\xi(u(t))) \left( A_i x_f(t) + B_i u_f(t) + C_i f(t) \right) \\
y(t) &= \sum_{i=1}^2 \mu_i(\xi(u(t))) \left( C_i x_f(t) + D_i u_f(t) + W_i f(t) \right)
\end{aligned}$$

with $A_1 = \begin{pmatrix} -5 & 1 & -3 \\ 1 & -3 & 2 \\ 1 & 1 & -4 \end{pmatrix}$, $A_2 = \begin{pmatrix} -3 & 1 & 1 \\ 0.5 & -3 & 2 \\ 0.5 & 1 & -5 \end{pmatrix}$, $B_1 = \begin{pmatrix} 5 \\ 3 \\ 2 \end{pmatrix}$, $B_2 = \begin{pmatrix} 5 \\ 4 \\ 5 \end{pmatrix}$, $G_1 = \begin{pmatrix} 5 \\ 0.5 \\ 0.5 \end{pmatrix}$, $G_2 = \begin{pmatrix} 5 \\ 0 \\ 0 \end{pmatrix}$, $W_1 = \begin{pmatrix} -0.5 \\ -1 \\ 0 \end{pmatrix}$, $W_2 = \begin{pmatrix} -0.5 \\ -1 \\ 0 \end{pmatrix}$, $C_1 = \begin{pmatrix} 0.5 & 0 & 0 \end{pmatrix}$, $C_2 = \begin{pmatrix} 0.5 & 0 & 0 \end{pmatrix}$, $D_1 = \begin{pmatrix} -0.8 \\ -0.8 \\ 0 \end{pmatrix}$, $D_2 = \begin{pmatrix} -0.8 \\ -0.8 \\ 0 \end{pmatrix}$.

Let $\mu_1(u(t)) = \frac{1}{1 + \tanh(0.5(u(t) - 0.05))}$ and $\mu_2(u(t)) = 1 - \mu_1(u(t)).$ The nominal input signal is $u(t) = \sin(\cos(0.5t))$. The LMI conditions given in theorems 1 and 2 have been solved by using Matlab LMI Toolbox.

A. Case of exponential fault

Let us consider the following exponential fault affecting the system behavior occurs at $8 \text{sec} \leq t \leq 11 \text{sec}$:

$$f(t) = e^{1.15t - 14}$$

The controller and the observer are synthesized for $\alpha_0 = 1$ and $\Delta \lambda = 0.2$. Thus, the simulation results are illustrated by the figures 2 and 3.

From these latter, one can see that the synthesized observer and FTC controller showed their effectiveness, since the fault and the system states are estimated and the tracking between the faulty system states and the reference model ones is ensured.

B. Case of first order polynomial fault

The fault affecting the system occurs at $9 \text{sec} \leq t \leq 12.5 \text{sec}$ and is given by the following first order polynomial:

$$f(t) = 0.2t - 1$$

Note that the FTC controller and observer gains are computed for $\varepsilon = 10^{-3}$, $\lambda_0 = 0.11$ and $\Delta \lambda = 0.25$. Thus, the simulation results are illustrated by the following figures.

It can be seen that the synthesized FTC controller compensates the fault and ensures the tracking between the reference and the faulty system states, even if the parameter of the occuring fault is not perfectly known for observer and controller designs.

V. CONCLUSION

In this paper, fault tolerant tracking controller design approaches for continuous Takagi-Sugeno models are proposed. They concern the case when the fault affecting the system behavior are time varying. In this study, the considered faults are modeled by exponential function or first order polynomial. The provided conditions are easily formulated in term of LMI using the well known descriptor redundancy property. This latter allows introducing free slack variables in the Lyapunov function candidate leading to
less conservative LMI conditions. The effectiveness of the proposed approaches is illustrated with an example. Only an academic example was considered, since the present paper provides preliminary theoretical results, more efforts will be made to improve applicability to real processes.
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