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Abstract – this paper presents the design of intelligent instruments
which are distributed on a CANopen fieldbus in order not only to
synthesise and implement robust control algorithms but also to
perform fault diagnosis on distributed industrial processes. Firstly,
we shall shortly present the methodology and the context of the
project, secondly the process is described and thirdly the main
objectives of the work are exposed.
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I. INTRODUCTION

The work presented in this paper is part of SYCADI program

(Solutions pour SYstèmes à Capteurs et Actionneurs Dis-

tribués: solutions for distributed sensor and actuator-based

systems), a research program supported by Région Rhône-

Alpes (France), gathering two research laboratories (LAG

and LAMII) and a industrial company: the automation com-

ponent producer Crouzet Automatismes, part of Schneider

Group.

The major goals of this partnership is:

- Development of industrial  tools dedicated to the design of

smart components,

- Design of monitoring and control methodologies for sys-

tems controlled via fieldbus

- Implementation of the resulting algorithms in intelligent

sensor-actuator intruments connected to field buses.

The paper is organised as follows: in the second section, the

experimental process is presented and its main characteristics

are highlighted; in the third section the different objectives

are detailed, in particular, attention is focused on robust con-

trol law design and system diagnosis and finally implementa-

tion of the derived algorithms on distributed instruments

linked to a field bus.

II. DESCRIPTION OF THE EXPERIMENTAL PROCESS
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Figure 1 :  testbed based on an experimental small-size canal con-
nected  to a water distribution network

The process is a technological platform composed of an

open-channel hydraulic system connected to a water distribu-

tion system (see figure 1). The overall system is designed to

simulate a real water distribution system connected to an

irrigation canal transporting and providing water to agricul-

tural consumers. All the sensors and actuators used for con-

trol and diagnosis are linked together via a CANopen fieldbus



A state space model representing the water distribution net-

work dynamics is established by considering the behavioural

laws of the different components (pumps, pipes and nodes)

and the dynamical equations arising from flow conservation

principle applied to each tank. The former equations can be

written as solutions of non linear algebraic relations

g1(h,q,u,d,f)=0, where h is the pressure vector, q the flow

vector, u the control input vector, d the disturbance and f the

failures, and the latter can be written as dynamical equations

dhi/dt=g2(h,q,u,d,f) where hi are water level in the tanks. It

must be noticed that only two relations out of eighteen are

some dynamical equations: in fact, a water distribution net-

work is an algebraic-differential or singular system. This

class of systems has received a considerable amount of atten-

tion in the last two decades (see [1][2][3]) but results con-

cerning diagnosis and control are not so numerous.

III. RESEARCH OBJECTIVES 

The overall research goal is divided into three main tasks:

- Decentralized control of the irrigation canal

- Diagnosis and leakage detection  of the water distribution

network

- Intelligent instrument design and diagnosis and control

algorithm implementation for system monitoring

1. Decentralized control of the irrigation canal

Dynamics of open-channel hydraulic systems, such as rivers

or irrigation canals, are governed by the well-known Saint-

Venant nonlinear partial differential equations (see [4][5]):
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Where h(x,t) and  Q(x,t) represent the water level and the

water flow rate in the canal, respectively. These variables are

defined as function of both time and space coordinate x along

the canal. q(t) is the distributed inflow or withdrawal along

the canal. I and J represent the canal slope and the friction

respectively. B is the canal width. Irrigation canals are known

to  be large-scale complex nonlinear systems. For that reason,

effective control of such systems relies on the use of linear or

nonlinear control techniques in order to regulate water level

in the goal of both water demand satisfaction and flood

avoidance. Real-time implementation of such control designs

relies on the use of distributed sensors and actuators together

with distributed implementation of the control algorithms

interconnected through a field bus [7].

In order to obtain a suitable control model, system reduction

techniques have been proposed in order to get a reduced-

order model, that can be tractable for control purposes. In this

work, we are also concerned with optimal control architecture

design: that is optimal field bus architecture design together

with optimal location of the distributed water level sensors

and regulator gates, with the goal of increasing both observ-

ability and controllability of the controlled system [6].

2. Diagnosis and leakage detection  of the water distribu-

tion network

The system is affected by failures (pipe leakage), thus diag-

nosis is performed to detect and isolate these failures.

Roughly speaking, detection is to notice the occurrence of

one or several fault and isolation is the precise knowledge of

which fault has occurred.

The method used to solve this fault detection and isolation

(FDI) problem is based on diagnosis techniques using struc-

tural residual generation. Taking into consideration the

knowledge of the system we can compute a comparison of

the measured evolution of the system and its nominal behav-

iour (without any failure). Then residual signals r(t) are gen-

erated such that r(t) is close to zero when no failure occur and

r(t) is significantly different to zero in the opposite case.

There exist two main methods using balance equation for

residual generation, the a posteriori methods using state ob-

server to compare measurements and estimations and a priori

methods using un-filtered data to derive residual signals.

The former method need to treat all the available information,

in other words all the measurements must be computed in a

single algorithm. On the opposite, with the latter one [7], a

residual signal can be associated to each component of the

network. The algorithm used to compute the residual associ-

ated to each component only needs measurements of adjacent

components. Thus we have chosen the second one. This dis-

tributed aspect of the residual generation motivates the use of

intelligent instruments and fieldbus.

Firstly, we represent the system, only considering its struc-

ture. Thus we model the system with a directed graph, each

hydraulic component (pomp, node, tank,…) becomes a node

and each arc corresponds to one flow. A node has to be added

to model the exosystem (source of the inputs flows of the

tanks and target of the leaks f and the demands d on fig. 1).

Then an incidence matrix M=(mij)∈Nn×m is associated with

the graph by







−=
else0

jarctheofsourcetheisinodetheif1
jarctheoftargettheisinodetheif1

mij (3)



Secondly, using this matrix representation we generate resid-

ual signals. The balance equation of the nodes can be ex-

pressed by Mi.q=0, where Mi denotes the i
th  row of M. Thus

if a fault affecting one of the arcs connected to the node i

occurs, ri =Mi.q becomes non null, in other words it is a re-

sidual which can be used for the detection of this fault.

Moreover, let assume that measurements are submitted to

errors of measurements e, with e characterised by a centred

normal law of variance V, i.e. e ~ N(0,V). Using the matrix

variance we can define the normalised residual signals rni
associated with the node i
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The residual ri is sensitive to all the faults affecting one of the

input or output flows of node i, thus fault detection is possi-

ble, but due to the interconnections these residuals are not

sufficient for fault isolation. Other residuals are required We

can use the same method to associate a residual signal with

each arc of the directed graph. Therefore we define rai (resp.

rnai) the residual  (resp. normalised residual) corresponding to

the balance equation of the arc i by
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Let note that the residual rai is sensitive to all the faults af-

fecting the input and output flows of the target node and

source node of the arc i, but it is non sensitive to a fault af-

fecting the arc i itself.

Thirdly, to detect and isolate the fault, we set decision rules

to define the alarms associated with each arc. These rules use

boolean variables associated with the residual (of an arc or a

node), those variables are set to 1 if and only if a fixed

threshold is passed
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An elementary decision rule to detect a fault affecting the arc

i is given by
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where the arc ai inputs the node I(ai) and outpts the node

O(ai). this decision rule can be used in the case of unique

fault affecting the system, but if several faults occur simulta-

neously the boolean bai may remain equal to 1 and then A(ai)

may become insensitive. Thus, a more complex rule must be

set to take into account the multiple defaults
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where IS (resp. IT) denotes the set of arcs inputting the

source (resp. target) node of ai and OS (resp. OT) denotes the

set of arcs outputting the source (resp. target) node of ai.

It is important to notice, that the alarm A(ai) only requires the

knowledge of the adjacent measurements, thus this method-

ology is particularly adapted to distributed instrumentation.

3. Intelligent instrument design and control algorithm im-

plementation for system monitoring

The design of intelligent instruments requires more and more

multiple competences. The design complexity of instruments

requires several specialists such as, sensor or actuator design-

ers, and software designer. Therefore it makes it difficult to

guarantee a safe design. The model approach [8], presented in

this paper, splits the instrument design into three levels:

 - The instrument user specification level based on an external

model of the instrument.

- The instrument designer level based on an internal model

of the instrument.

- The software designer level where atomic pieces of soft-

ware are created.

It also unifies these levels and allows a list of model verifica-

tions that improve the safety of the design. Using an internal

model and an external model increase the safety of the in-

strument design and the instrument use. The separation be-

tween the designer action and the software designer work

allows to quickly adapt a product to a specific kind of user.

Indeed, the software designer create basic algorithms and

pieces of software dealing with the instrument hardware, and

the instrument designer just have to create the instrument

behavior in order to respond to the user needs.

The external instrument model is based on USer Operating

Modes (USOM) [9]. In this model, instruments functionali-

ties are considered as services, and instruments states called

USOM are defined as subsets of instruments services.  In this

application, the set of possible modes is intentionally re-

stricted to the modes defined by the CANOpen field bus

protocol, i.e. Pre-operational, Operational and Stopped modes

[10]. Consider now an internal point of view of the instru-

ment. Preceding services are then called external services.

New services, called internal services, are defined. These

internal services are invisible by the user, and they can only

be requested by an other service of this sensor. They are in-



cluding algorithms like filtering, signal processing or are

dealing with the hardware of the instrument such as transduc-

ers or field bus.

In the water distribution system, the instruments used on the

open-channel irrigation canal are localized near the water

gates. Each one takes pressure measurement from a Pitot

tube, and modify the gate position with a brushless motor.

Figure 2: Open-channel irrigation canal system and some Intelligent
instruments.

The software designer defines 8 internal services for this kind

of instrument. 2 internal services aquire pressure values from

the Pitot tube. One computes the flow speed and the level of

the water in the canal. 2 other services send the values of

speed and level through the CANOpen fieldbus. A level con-

trol and a flow control are performed by 2 different internal

services. These one use values of local level and flow, and

external values given by an other instrument. Finally, an

internal service performs a position control of the gate. The

dependence graph of internal services is then defined (see

Fig. 3).

Figure 3 :  Dependence graph of internal services of an instrument on
the Open-channel irrigation canal.

At this step the instrument designer can define instrument

external services. Each external service is simply defined as a

set of internal sevices. In the following figure, the Measure-

ment service that just sends speed and level values, and the

Flow service that performs a flow control, are defined as a set

of internal services. Note that several services can use the

same internal services.

Figure 4 :  External services definition.

The last step of the instrument design is the generation of the

software of each instrument. A set of tool dedicated to the

automatic generation of the software have been created dur-

ing this project. The first tool performs a model-checking in

order to verify the consistency of the design. Then it gener-

ates a description of the instrument into a well-known lan-

guage.  The language chosen is XML. Indeed, the XML ap-

proach is based on the separation between the information

and its representation. In the instrument design context, the

XML file of an instrument includes the instrument behaviour

defined with the internal model and the external model. The

software of the instrument, and its documentation can be

considered as  representations of the instrument.

Figure 5: Model checking and XML generation of the instrument
description

Then several style sheets, i.e. XSL files, are applied on the

XML information file of the instrument in order to generates
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a C source-code, an electronic datasheet, and a HTML docu-

mentation. Each style sheet defines a representation style that

is applied to the XML file in order to produce the desired

documents.

Figure 6 :  Software and documents generation.

Finally, all intelligent instruments of  this technological plat-

form are designed with this modeling and their embedded

software generated with the presented tools. As the behavior

of the application can be implemented into the instruments, it

is not necessary to use any centralized control system like

automation controller. The idea is to distribute the application

software into intelligent instruments. This solution is used for

the open-channel  irrigation canal.

CONCLUSION

The results obtained by the partnership between the two re-

search laboratories (LAG and LAMII) and the industrial

company Crouzet Automatismes demonstrate the possibility

of the design of complex distributed applications. It is now

possible to create intelligent instruments that include complex

functions with a behavior easy to design. The control of the

open-channel irrigation canal and the leakage detection by

diagnosis of the water distribution network is being tested on

the technological platform.
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