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Reliability and Failure Rate function
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Failure Rate Basics 

• ‘Lifetime’ of a system/component is mostly determined by its time to failure.

• Lifetime Or time to failure  : 

• non-negative random variable

• characterized by distribution functions 

• very significant for reliability analysis, Survival analysis, risk analysis,

• leads to probability of failure in next in next finite 

interval of time (preferably infinitesimal). 
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Probabilistic analysis 



Basic concepts of probability 

In reliability engineering , failures can be described as  random events.

For, Random event E:  

• probability denoted: 

• impossible event: 

• certain event 

• Collection of all possible outcomes for a random process : Sample Space 

• Complement event 

• Pr (A given B) : 

• A and B are independent if and only if 

• Then, if A and B are independent:  
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• Baye’s formula:  Conditional probability of two events 

Random Variables (RV) :

The outcome “x” of a random experiment in sample space S,

can be described by a random variable RV :   

Example: 

Modélisation de RV → Sorties de l'expérience « Lancer un dé avec la variable X »

Pour une valeur numérique donnée x , 

Définition de l'événement : tous les résultats possibles associés

aux valeurs de la variable aléatoire X inférieur à x .
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• Pour x = 4,72 → l'événement {X  ≤ 4,72} correspond à l'union des résultats (1  U 2 U 3 U 4) ;

• l'événement {X ≤ 0} est l'ensemble nul → les résultats du jet des dés ne sont associés à aucune 

valeur négative de X. 

• pour x=∞ l'événement (X ≤ ∞ } est l'espace échantillon complet R . 
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• Baye’s formula:  Conditional probability of two events 

Random Variables (RV) :

• More useful :  can describe cont. and discrete processes, phenomena, 

• RV takes numerical values  according to some probability distribution.

• cont. (real numbers)

• discrete (usually non-negative integers)

• Probability distribution assigns → Probability to each value of: 
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Discrete Variables  

• Described by Probability Mass function (PMF)

Continuous Variables 

• Probability Density function  (PDF)( )p x ( )f x
Describes shape of probability distribution Describes shape of probability distribution

Cumulative Distribution Function CDF ( )F x

Pr{ } ( )X x F x =CDF gives the cumulative probability



Discrete Distributions :

• For any discrete distribution, PMF  associates probability 

to each discrete RV. 

• CDF :

• CDF is monotonically increasing:  

• For any discrete distribution:  

Mean

Variance 
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Continuous Distributions:

• CDF : 

• PDF: 

• Probability of being between two RV values:

• Mean

• Variance
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Remark: PDF                   is not a probability
but probability per unit x. 

A PDF when multiplied by dx gives  the probability
of X falling in interval  

( )Xf x

[ ]x,x+dx



Reliability Function

Reliability:  Probability that a system will function over some period time t .

• Continuous random variable T ,            → time to failure of system component 

• Reliability expressed as :     

• Consider,
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Reliability Function 

Probability that time to failure T is greater 
than or equal to t.  ➔ Reliability 
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CDF of Failure Distribution ➔ failure pro.
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dF t dR t
f t
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PDF of Failure Distribution
(describes shape of failure distribution) 



Failure Rate or Hazard Rate Function

• Instantaneous Failure rate is very significant for reliability analysis , WHY??

• Consider time interval

• Prob of failure in this interval given that,

it did not occur before is : 
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What is probability of failure in a 
given time interval (t, t+dt) 

given item functions well till time 
t???
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T t
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  +  

  + 
=



+  −
= Reliability function : 

Probability that item 
survives till time t



Failure Rate or Hazard Rate Function

Consider the quotient:  

Define failure rate as : 

: 

• is the instantaneous failure rate  or hazard rate function.

• provides alternative way of describing failure distribution. 

• denotes, conditional probability of failure in

• uniquely  defines the continuous  CDF

so, Failure rate function characterizes 

failure distribution. 

and, reliability function! 

JHA Mayank , Email:  mayank-shekhar.jha [at] univ-lorraine.fr 13

( ) ( )
λ ( )

( )
t

F t t F t
t

R t t


+  −
=



λ( )t 0t →

0

0

Pr{ | }
λ( ) lim

( ) ( )
lim

( )

( )
λ( )

( )

t

t

t T t t T t
t

t

F t t F t

R t t

f t
t

R t

 →

 →

  +  
=



+  −
=



= Instantaneous failure rate!

λ( )t

[ , ]t t t+ 

( )F t

0

( ) ( )
λ( )

( ) 1 ( )

( ) 1 exp λ( )

t

f t F t
t

R t F t

F t u du


= =

−

 
= − − 

 


First order 
Differential 
equation 
with  known 
initial condition
F(0)=00

( ) exp λ( )

t

R t u du
 

= − 
 




Mean time to Failure  (MTTF)

We saw time to failure T. 

• What is MTTF?  expectation of lifetime T ! 

(T is stochastic random variable)

Area under reliability function defines the MTTF.

• Median time to failure: 

divides distribution into two halves (50% before tmed and 50% after tmed).
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Failure Hazard Rate Curve : Bathtub Curve

This curve is used to represent the failure rate 
pattern. 

Hazard Curve rate can be divided in three regions:

• Decreasing ( burn in period , or infant mortality 
period → early failures) 

• Ex:  design errors, manufacturing defects, welding 
erros, poor quality control, etc. 

• Constant (Useful life period → random failures)

• Ex:  Electronic components, random failures, 
Environmental anomalies , Human errors, “Acts of 
God”, …

• Increasing (wear out phase) 

• Ex:  Failure due to degradation, ageing, fatigue, 
Friction, Corrosion …
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Failure rate →most important aspect for reliability analysis!!! 
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Bathtub curve:  infant mortality followed by stable and 
wear out periods. 

Gradually increasing failure rate, no wear out age

Constant failure rate followed by pronounced wear out period

Low failure rate when component is new, 
followed increase to constant level

Constant failure rate over useful life. 

Infant mortality followed by constant or slowly increasing failure rate

Failure Hazard Rate Curves



Conditional Reliability and Mean Remaining Lifetime. 

• How much longer will an item of age x live??   

• Very important for predictive maintenance!!! 

• Conditional reliability describes reliability of the item, 

given that item has operated for time x (functional) at t=x.

• Mean Remaining (residual) Lifetime (MRL) is obtained from  

where 
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Remarks: 

• MRL defines the mean lifetime left for an item of age x. 

• MRL function at time x , considers information about whole remaining interval (t, infinity). 

• when x =0,  implies a new item , (age=0), then MRL(0) =? 
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Remarks: 

• MRL defines the mean lifetime left for an item of age x. 

• MRL function at time x , considers information about whole remaining interval (t, infinity). 

• when x =0,  implies a new item , (age=0), then  MRL(0) =  MTTF !! 

Consider: 

• When time to failure T, has an exponential distribution, then h(x)=1 for all x.

• When T has a Weibull distribution: 

• ,  , decreasing failure rate, h(x) is an increasing function. 

• , increasing failure rate, h(x) is a decreasing function. 
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Guide : Fides (reliability)

• reliability calculation for electronic components and systems. 

• Fides is a DGA (French armament industry supervision agency) study conducted by a European 
consortium :

Airbus France – Eurocopter – GIAT Industries – MBDA Missile systems – THALES Airborne

Systems – THALES Avionics – THALES Research & Technology – THALES Underwater Systems
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Annex :  Student t distribution Chart
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