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1 Introduction

Autonomous vehicles are smart vehicles that have the capability to have automatic motions
and navigate itself depending on its environments and scheduled tasks. Autonomous vehicle
systems may di er depending on the environment it is operating on. Flying and aerial
vehicles are autonomous vehicles that operate above ground in higher altitude which usually
known as unmanned aerial vehicle (UAV). This lab work focuses on the autonomous vehicles
that are operating on the ground which also known as autonomous ground vehicle (AGV).

Fl_gure 1. Shavey : Mobile Robotics Figure 2: Curiosity Mars Rover
Pioneer

Autonomous driving has been a real subject of study for years now. Autonomous highway
system test were already conducted back in 1950 in America. In 1977, pioneering Japanese
driverless car from Tsubuka Laboratory achieved tracking white street lines at 30 kilometers
per hour.

Figure 3: Tsukuba Mechanical Engineering i o
Lab, Japan, 1977. Figure 4: Tesla self-driving car

In developing a successful autonomous ground vehicles, few typical typical challenges need
to be addressed by answering the following issues:
Where am [1?

Where do | want to go?

How do | get there without hurting myself?



The approach can be summarised in a general manner using the "See-Think-Act" cycle as
depicted in Fig. 5 This gure also demonstrates the interaction between various functional
modules that are involved in successful functioning of an autonomous vehicle.

Figure 5. See-Think-Act Cycle, See here for more details: https://asl.ethz.ch/
education/lectures/autonomous_mobile_robots/spring-2021.html

The various tasks involved can be broken down as shown in Fig.6.
There are three basic stages and modules in the system which are:

Sensing and Perception { To provide real time data to let the system know the real
time location and environment around the vehicle and prepare the raw data in format
that is feasible for the system to process.

Planning { To use the data provided by Sensing Perception to dictate the safe and
feasible path for the vehicle to follow.

Control { Contain control strategies to move vehicle to the desired path. This include
actuator control of each sub-system

In this lab, the main focus will on:

Trajectory tracking control in the control phase of the autonomous vehicle system
and vehicle model. To that end, the autonomous vehicle will be required to follow a
speci ¢ path and trajectory given by an on-board planner.

{ Steering Control using Pure Pursuit: Path following or trajectory tracking
controller is usually developed to ensure the vehicle to follow a prede ned path
and trajectory by determining and calculating the desired actuating input for the
vehicle to follow. This can be a correctional steering input to adjust the vehicle's
position in lateral direction or correctional braking or throttle setting to adjust
vehicle's motion in longitudinal direction.

{ Speed Control : The vehicle is supposed to accomplish the steering using de-
sired speed. The speed control will be e ectuated using Proportional-Integral
(PI) based controllers.Perception based tasks that will include Lane following
and obstacle sensing using LIDARSs.



Figure 6: Overview of Interacting Functioning Modules in an Autonomous Vehicle System

Perception based tasks that will include Lane following using cameras and obstacle
sensing using LIDARSs.

Here is a sneak peek of what the QCar can do https://www.youtube.com/watch?v=
47cUdBbczUI



2 The Quanser QCAR mobile platform

The Qcar is a scaled model vehicle equipped with a wide range of sensors, dimensions of a
real car on 1/10 scale and weighs 2.7kg .

Figure 7: Quanser Qcar



Figure 8: Qcar Dimensions

The Self-Driving Car Research Studio comes with a high performance Computer and a
router for Wi conncetion. It is pre-con gured to use both 2.4GHz and 5GHz bands for
multiple PCs and autonomous vehicles.



Figure 9: Communication between a computer with QUARC installed and the QCAR

Connectivity Test :

Make sure the yellow ethernet cable is linked to the computer. Do not use the yellow
port.

Turn on the router. After a few minutes, the lights on the front of the router should
star ashing with a white light which indicates to the user that the particular ports
are active

Power on the QCar.

Figure 10: Red Power Buttons and Green power LEDs on the Qcar

Note : Refer to Power.pdf in User Guide to know everything you have to know
about connecting or charging the battery



Use the ping test to con rm connectivity between the QCar and the Computer. Type
"ping 192.168.2.XX"" in the Command Prompt using the IPv4 address of the QCar
which can be found on the LCD display

Figure 11: LCD statrtup messages

With the QCar comes QUARC, MATLAB Simulink Libraries which provides blocks that
will be used to interact with QCar sensors and actuators.

Note the Qcar battery has a 2 hours autonomy. Make sure the battery is hot empty before
running programs and do not let the QCar ON if you do not use it. Refer to (II-Power.pdf)

Instructions :

Do all your tests rst with the Qcar on its socle not to damage the Qcar if
command issues occurs. Or check if the battery is not empty or connection not
lost.

Refer to the Troubleshooting part at the end of this document when you come
through errors.

Take care of the QCar when you handle it.

To avoid unfortunate damages, do not input too high speeds to the Qcar.
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3 Getting started

This section aims to make you browse and understand the di erent inputs and outputs of
the QCar and the operation in relation to the simulink programs.

3.1 MATLAB 2021a
a. Open MATLAB 2021a and NOT any other version.

b. From Data Disk D x go to the Folder "TP_QCAR"
All the les required for this lab are stored in the folder named "TP les".

c. Go in the folder namedTP_21_22 Create a new folder named: NOM1_NOM2_NOM3

d. Copy ALL the les from folder "TP les" and paste them in the just created folder
NOM1 NOM2_NOM3

e. Add the folder (and subfolders) NOM1_NOM2_N@MBe path of MATLAB in MAT-
LAB workspace.

f. In MATLAB workspace, set you working directory to:  NOM1_NOM2_NOM3
From now on, in the rest of the document this will be your "working-directory".

3.2 Con guration : How to generate, deploy and run your Simulink
model on QCAR

To understand various steps for code generation, deployment of executable code on QCAR
and running QCAR using Simulink, Open the le BasiclO:slx in the Folder I.Explore

All the tasks asked using the BasiclO.sIx has to be done with the Qcar
on its provided base.

Here are the instructions to follow EVERY time you need to run a model. Come
back to it as soon as you need.

First, make sure both Qcar and Router are on.

In the Modeling section of your simulink program, click on Model Settings and then write
down the IP written on the back of your QCar as shown below :

11



Figure 12: Con guration Parameters

The MEX- le arguments eld should be lled with this :
“w -d tmp -uri %u', 'tcpip://192.168.2.XX:17001'

The XX number should be 11, 12 or 13. You can see it on the back of your QCar when it
is turned ON ( See LED display of QCAR).

To build code, deploy and run the Simulink program on your QCar, follow the instruc-
tions:

a. To build, download, connect, and start the model for real-time external operation,
click the Monitor Tune button on the HARDWARE tab (see Fig.13)

b. If the model is successfully built and downloaded to the target. Simulink will auto-
matically connect and start the real-time code on the target and the Monitor Tune
button will automatically change to a Stop button (See Fig. 14)

See complete details ( Step by Step procedure ) herdittps://docs.quanser.com/quarc/
documentation/quarc_procedures.html#external_mode_operation

12



Figure 13: One step process for code generation, code deploy and Run Simulink
(QUARC+QCAR) Model in External Mode

Figure 14: Running Simulink (QUARC+QCAR) Model in External Mode
If an error occurs, please refer to the Troubleshooting Section at the bottom of the document.
Refer to these steps to FOR EVERY NEW MODEL YOU RUN

3.3 Basic Input Output Tests
Open the le BasiclO.slIx in the Folder I.Explore

Figure 15: Basic I/O simulink le

The model used in this Lab will use two blocks to read or write information to the Qcar.
The blocks are named HIL-Read and HIL-Write. You can see them when opening the red
basicQcarlO block.

13



Figure 16: HIL-Read and HIL-Write Blocks

The HIL Read/Write blocks read/write the speci ed channels every time the block is exe-
cuted. These blocks can read/write more than one type of channel at the same time.
The channels correspond to the types of sensors or actuators on which to act or read.

14



Figure 17: HIL-Read Figure 18: HIL-Write

Here, on the HIL-Read block, the channel 5,6 in the Analog channels section corresponds
to the motor current and battery voltage sensors while theEncoder channels lled with

a 0 correspond to the encoder count sensor , which is the main output of this Lab.

The main inputs and outputs that will be used in this model and in this lab are :

" The PWM input : PWM channel 0 drives the motor. Channels 1 through 7 are
user PWM channels available. The PWM value is a value in % of duty cycle.

The steering input: The channel 1000 from the section Other channels is used to
act on the steering servo with a command in radians.

" The lights :  Other channels from 11000 to 11011 act on all the lights port available
on the QCar as depicted below.

15



Additional Information!

(PWM) for motor control: As its name suggests, pulse width modulation speed
control works by driving the motor with a series of \ON-OFF" pulses and varying
the duty cycle, the fraction of time that the output voltage is \ON" compared to
when it is \OFF", of the pulses while keeping the frequency constant.

The power applied to the motor can be controlled by varying the width of these
applied pulses and thereby varying the average DC voltage applied to the motors
terminals. By changing or modulating the timing of these pulses the speed of the
motor can be controlled, ie, the longer the pulse is \ON", the faster the motor will
rotate and likewise, the shorter the pulse is \ON" the slower the motor will rotate.

In other words, the wider the pulse width, the more average voltage applied to
the motor terminals, the stronger the magnetic ux inside the armature windings
and the faster the motor will rotate. See more details here if required: https:
/Iwww.electronics-tutorials.ws/blog/pulse-width-modulation.html

The gure below show all the channels of the HIL-Read Write block that will be used are
in the "other channel" type of block, except the PWM of the motor which is the 0 channel
of the PWM channels.

Figure 19: "Other" Channels for the HIL-Write block

More details available here : https://docs.quanser.com/quarc/documentation/qcar.

html

Task 1: Keep the car on its base. Run the le and click on the Throttle and Steering
blocks to send value to PWM 0 channel ( See top of Fig. 20 and generate a steering angle
command (See bottom Fig. 20)
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Figure 20: Basic IO throttle and steering command windows

Task 2 : Explain all the outputs. Verify the battery voltage as indicated in the Simulink
model and the LCD display of QCAR.
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3.4 Keyboard Manual Drive

Figure 21: Keyboard simulink program

Task 1: : Launch the program and drive the QCar using your Keyboard.

3.5 Explore the sensors : LIDAR

Lidar is an acronym of "light detection and ranging" or "laser imaging, detection, and
ranging". Lidar sometimes is called 3-D laser scanning, a special combination of 3-D scanning
and laser scanning.

Lidar is commonly used to make high-resolution maps, with applications in atmospheric
physics,laser guidance, airborne laser swath mapping (ALSM), and laser altimetry. The
technology is also used extensively in control and navigation for autonomous cars and for
the helicopter Ingenuity on its record-setting ights over the terrain of Mars.

Open the le Lidar _Point_Cloud:slx This example will capture LIDAR data and send these
data to a polar plot to generate a point cloud map as described below.

18



Figure 22: LIDAR Point Cloub diagram

Figure 23: LIDAR Point Cloud Simulink implementation

Run the model.
To run a simulink model, refer to the subsection "How to run your model" above.

You should see two windows displaying the LIDAR data in a dierent way. The Body
Frame Polar Plot block directly plot the points from the distance information captured by
the LIDAR.
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Figure 24: LIDAR Polar Plot

Then a pointCloud block as been build to generate a map using the distance and the angle
given by the LIDAR and to display it using a Video Compressed Display block provided by
Quanser.

Task :  Check the range of the LIDAR and its precision using a piece of paper or your
hand. Bring a large object ( Carton box) in front of the QCAr and observe the changes in
the LIDAR plot. Can you see yourself in the LIDAR plot?

Figure 25: LIDAR Point Cloud Video Display
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3.6 Explore Sensors : CSI Cameras for 360 Vision

This example captures the images from the four CSI cameras at the same resolution and
frame rate and stitch them together.

Figure 26: 360Vision diagram

To do so, four Video Capture block from the QUARC Library are used and connected to
each CSI Camera.

Figure 27: Capture of Each camera
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Task: Open the le Imaging _360:sIx and run it.
Here is what you should get as a result.

Figure 28: Right | Rear | Left | Front View

3.7 Explore Sensors : RGBD Camera

Open the le Intel Realsense:slx.

Figure 29: Intel Realsense Sensor Test
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Task : Run the le and explain what each block does. You must see two windows, a RGB
one and another with depth information.
Find out if darker pixels in the Depth Image means shorter or longer distance?
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4 Mobile Robot Vehicle

This chapter is an extract from the well known book on Mobile Robotics called "Robotics,
Vision and Control Fundamental algorithms in MATLAB: Second Edition" by Peter Corke
(see here: https://petercorke.com/rvc/home/ ) You are advised to read the Chapter
extract and perform each Example (exercises) as shown in the book using By-cycle model
in Simulation. Namely, you are advised to understand and perform: Lane change, Moving
to a point,following a line and Following a trajectory.

The Simulink les can be downloaded from course webpage heréttp://w3.cran.univ-lorraine.
fr/mayank-shekhar.jha/?g=content/teaching-activities-enseignements

The authors are thankful to Mr. Antonin Guyot ( 5th year 1A2R, 2023) whos contribution
has been immense in organising, structuring these code and les).

Note: In the later sections, these les can be used to perform similar exercise in real time
with QCAR
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5 Path Following ( Reference trajectory follower)

A good challenge for autonomous vehicle is to make them follow a desired trajectory, com-
puted in real time in line with the current changes of the road.

The Qcar will be asked to follow arbitrary prede ned trajectories by developing controllers
that can drive the Qcar along a path.

The two parameters that must be controlled are the speed of the Qcar and the angle of the
front wheels (steering angle).

No perception/vision sensors (cameras) will be used to follow the path desired.

5.1 Information
5.1.1 About Bicycle Model

To follow prede ned paths or trajectories accurately, the Qcar needs to know with preci-
sion where it is. To do so, dierent car-like vehicle model does exists, with more or less
complexity.

Figure 31: Bicycle Model

Figure 30: Unicycle Model Figure 32: 4 wheels model

The bicycle model is a reduced kinematic model of vehicle, in which the two front and rear
wheels are replaced by one front and one rear wheel respectively.

The vehicle is described with 2 sets of Cartesian coordinates, local (x-y) and global (X-
Y ). Local coordinates are set to be xed on the vehicle body. Global coordinates, on
the other hand is set to be xed on the earth coordinates. Local coordinates are always
regarded as moving coordinates with respect to the global coordinates. Fig. 33 shows both
the frameworks and nomenclature adopted here. The vehicle moves on the plane and its
coordinates are described by the vectorXy, ), where x, y is the position of the centre of
gravity and is the orientation (heading) of the vehicle.

Steering angle of the front wheels is denoted by. It is noted that vy, = V¢4 i.e. velocity of
the car in local coordinates is denoted byvy .

A basic assumption of the bicycle model is that the inner slip, outer slip and steer angles
are equal.

Task: Consult the Fig.33. Given that Ir = If = L=2 with L being the length of the wheel-
base, precise which is local framework? which is the global framework? Which is the steering
angle? Which is the heading angle? What is the di erence between heading and steering
angle? Ifr represents the change in yaw i.er is the yaw rate, expressr in terms of
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Figure 33: Car to bycycle Model with global and local references depicted with/y, = Vg
andlIr = If = L=2

Using such a model aims to know with precision the Pose of the vehicle using known input
parameters.

Pose means Position and Orientation.

i.e. the Position in world frame coordinates (X,Y) where X and Y are the
axis of the horizontal plane. The angular Orientation of the vehicle which is the
rotation around the Z axis.

In world frame coordinates, the kinematics relation lead to equations of motion as :

X-= Vgcar COS (L=2) _— sin
Y. = Vgear Sin +( L=2)—- cos

VQcar
L

where L is the distance between the front and the rear wheel. X,Y and are the coordi-
nates in global framework, Vcor is the velocity of the car in local coordinates ( velocity of
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the centre of gravity) and -is the yaw rate.
In this model, the position (X,Y) is the position of the middle of the bicycle, that is why
there is a L/2 argument.

This is called a kinematic model since it describes the velocities and not the forces or
torques that causes the velocity.

The orientation can be known with sensors like gyroscopes or can be deduced from the
steering angle.

The following simulink block implements the kinematics equations of a bicycle model to

simulate the motion of the vehicle.

Figure 34: Bicycle Model Kinematics simulink implementation

Knowing the linear velocity of the Qcar and the steering angle of the wheels, with the
approximation of a bicycle model, we are able to know the Pose (X,Y, ) of the Qcar.

5.1.2 Trajectory Control Strategies

Trajectory tracking control in autonomous vehicles is mainly aimed to provide su cient
steering input as well as throttle and braking input to control the direction and speed of
the vehicle to guide the controlled vehicle along a path. The focus in this lab is over the
control strategy used in order to control the steering angle, and vehicle speed along the
pre-de ned path.

To that end, we consider the simplest and the most popular type of controller used in
autonomous steering control that are based on geometries of the vehicle model.

5.1.3 Follow the carrot

This is the most basic geometric controller, based on the analogy of riding on a donkey and
guiding the donkey using a carrot directed to the intended direction. In this approach, the
nearest point on path at one look-ahead distancel .40t IS chosen to be the instantaneous
goal point, known as the \carrot point" (see Fig. 35) Orientation error with respect to the
global coordinates, ., is determined by the di erence between the vehicle orientation,
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and the orientation of carrot point, ¢ as shown in Fig. 8. The overall steering command
can be expressed ase = . The steering angle required to correct the vehicle heading
and orientation can be determined using proportional controller as = Karrot e

Figure 35: Representation of follow the carrot method

5.1.4 Pure Pursuit

Pure pursuit is the most popular geometric controller among the existing methods.

The vehicle is understood to be chasing a moving point throughout the duration. Therefore,
it is constantly \in pursuit" towards the moving point (carrot point). In understanding pure
pursuit method, it is the extension of the earlier follow-the-carrot method where a carrot
point is chosen based on the nearest point on path within one look ahead distance from the
vehicle.

Pure pursuit method extends this approach at this stage by tting a smooth circular curve
from vehicle to the carrot point for the vehicle to follow. This circular curve is de ned
such as its line passes through two points; the vehicle position and the carrot points. This
curvature will ensure smooth steering for the vehicle and reduce the oscillatory nature of
the basic follow-the-carrot method.

Given that the circular arc goes through the carrot point and control point on the vehicle

with centre at O; a local coordinate axes with origin on the control point; and intended

steering angle as shown in Fig. ?? Note that the triangle produced is an isosceles triangle
with common length R.
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